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Abstract

Human-robot interaction (HRI) has seen significant growth as robotics research continues to ad-

vance. Subfields within HRI, such as socially assistive robotics (SAR) and virtual, augmented, and

mixed reality for human-robot interaction (VAM-HRI) have also seen growth and impact in vari-

ous domains. SAR provides non-physical assistance in areas such as mental healthcare, assisting

older adults, and education, while VAM-HRI uses 3D virtual imagery to enhance human-robot in-

teractions. However, those subfields developed separately and have not been integrated with each

other. SAR is primarily focused on social domains and interactions, while VAM-HRI is primarily

focused on completing domain-specific tasks efficiently and accurately.

This dissertation aims to bridge the gap between SAR and VAM-HRI, providing a unifying

framework for using VAM in SAR and demonstrating how to effectively leverage VAM for SAR

problem domains. By integrating VAM-HRI and SAR, we aim to improve the effectiveness and

efficiency of SAR systems and enable new forms of interaction between humans and robots.

In this dissertation, an in-depth background on SAR and VAM-HRI is provided. The dis-

sertation discusses the potential benefits and challenges of using VAM in SAR, and presents a

unifying framework to leverage VAM for SAR, under the model-view-controller (MVC) software

architecture paradigm. The dissertation explores every aspect of the MVC model, validating each

through user studies and design considerations. The dissertation focuses on user state modeling,

leveraging VAM for SAR, synthesizing reliable multimodal augmented reality data to support stu-

dent kinesthetic curiosity, AR usability metrics, and learning human-robot proximal preferences.

Additionally, it outlines how VAM can be used to expand the expressivity of SAR by creating de-

signs for AR visualizations for both social and functional robot expressions, and providing design
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recommendations for maximizing functional and social expressivity of AR robot gestures with

different contextual factors. Lastly, this dissertation explores kinesthetic interaction paradigms for

increasing human-robot flexibility of the controller, leveraging AR to create a wide range of in-

teractions between the robot and users, including kinesthetic, direct interactions, and multi-party

interactions.
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Chapter 1

Introduction

This chapter provides an introduction to the growing fields of socially assistive robotics

(SAR) and virtual, augmented, and mixed reality for human-robot interaction (VAM-

HRI). The defining problem and goal of this dissertation is motivated by the need of

a unifying framework to better leverage VAM for SAR. The chapter concludes with an

outline of the rest of the dissertation and a list of primary and secondary contributions

of the dissertation.

1.1 Growth and Impact of SAR and VAM-HRI

SAR and VAM-HRI have both seen recent, significant growth, having impact on a range of do-

mains. SAR has been applied in many social contexts, while VAM-HRI has been used in a variety

of functional HRI applications. Both of these fields have contributed significant work toward better

understanding human-robot interaction (HRI).

1.1.1 Socially Assistive Robotics (SAR)

SAR, originally named by Feil-Seifer and Matarić (2005), is the combination of socially interactive

robotics and assistive robotics. Matarić and Scassellati (2016) defines “social” interactions as any

non-physical HRI (e.g., dialogue), and assistive robotics as HRIs where the goal is to help users

1



complete tasks that are difficult for them to do on their own, often in populations with additional

needs (e.g., older adults and those with disabilities). Therefore, SAR is focused on providing

meaningful assistance to users through non-physical HRI. Some examples of SAR include work

in mental healthcare (Rabbitt et al. 2015), assisting older adults (Abdi et al. 2018), and education

(Clabaugh et al. 2020) (Fig. 1.1). An in-depth background of SAR is given in Sec. 2.2.

Figure 1.1: Socially assistive robot system setup used for improving social and cognitive skills of
students on the autism spectrum, evaluated in month-long in-home deployments (Shi et al. 2022;
Clabaugh et al. 2019; Clabaugh et al. 2020; Jain et al. 2020a; Pakkar et al. 2019).

1.1.2 Virtual, Augmented, and Mixed Reality for Human-Robot Interaction

(VAM-HRI)

VAM-HRI is a relatively new area of research – originating in the 1980s (Kim et al. 1987) but see-

ing rapid growth starting in 2018 (Fig. 1.2) – that uses 3D virtual imagery to enhance HRIs. This

field has seen rapid growth in recent years, which may be attributed to the increasing availability

of VAM technology, such as commercial augmented and virtual reality (VR) devices (Walker et

al. 2022), as well as the VAM-HRI workshops that have been held to bring together researchers

and practitioners in this field (Williams et al. 2018a; Williams et al. 2020a; Williams et al. 2020b;

Rosen et al. 2021; Chang et al. 2022). VAM-HRI has been applied in a variety of domains, includ-

ing manufacturing (Nee and Ong 2013), training (Bric et al. 2016), construction (Ravi et al. 2021),
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and research (Ikeda and Szafir 2022; Zea and Hanebeck 2021). These applications have largely

focused on functional task metrics, such as time to complete a task or accuracy of task completion.

An in-depth background on VAM-HRI in provided in Sec. 2.3.

Figure 1.2: Growth of VAM-HRI publications over time. Histogram binned by year of
publication of top 1,000 results from Google scholar with the search term ‘("virtual
reality" OR "augmented reality" OR "mixed reality") AND ("robot"
OR "human-robot interaction")’. The search was conducted September, 2022.

1.2 Motivation and Problem Statement

SAR has demonstrated the potential to have a significant impact across many domains, as it has

the ability to assist and benefit a wide range of users in meaningful ways. The growth of SAR

has highlighted the need for reliable data collection methods and the potential benefits of new

interaction paradigms for different contexts. Similarly, VAM-HRI has shown great potential in

traditional robot domains, enabling new interaction paradigms and modeling methods. VAM-HRI

systems have been shown to be effective at improving the performance of human-robot tasks as

measured by task efficiency and accuracy.

While the fields of SAR and VAM-HRI are both within robotics, they have developed sep-

arately and have not yet been integrated with each other. SAR is primarily focused on social
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domains and interactions, while VAM-HRI is primarily focused on completing domain-specific

tasks efficiently and accurately. This dissertation aims to bridge the gap between SAR and VAM-

HRI, provide a unifying framework for using VAM technology in SAR, and demonstrate how to

effectively leverage VAM for SAR applications. By integrating VAM-HRI and SAR, the aim is

to improve the effectiveness and efficiency of SAR systems and enable new forms of interaction

between humans and robots.

1.3 Contributions

The main contribution of this dissertation is to define and demonstrate how VAM can be lever-

aged in SAR under the model-view-controller (MVC) paradigm (Krasner and Pope 1988), pre-

sented as a framework for VAM-HRI in general, and then for SAR specifically, demonstrating how

augmented reality (AR) can be used to reliably model user state, expand robot expressivity, and

design kinesthetic interactions. This dissertation contributes to the field of HRI, where research in

VAM-HRI and SAR has been growing rapidly and independently, this dissertation creates a bridge

between the two fields so they can benefit each other.

The following are the primary contributions of this dissertation:

1. A framework for VAM-HRI that classifies research on 3D virtual imagery and VAM technol-

ogy for HRI under the MVC paradigm (Krasner and Pope 1988). The framework focuses

on VAM technology for improving the robot’s internal model to better understand the user’s

state, increasing the expressivity of the robot’s external expression, and enhancing the flexi-

bility of the robot’s controller for kinesthetic HRI.

2. User state modeling leveraging VAM for SAR that involves synthesizing reliable multimodal

AR data to support student kinesthetic curiosity and AR usability metrics.
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3. VAM to expand SAR expressivity that involves creating designs for AR visualizations for both

social and functional robot expressions. The dissertation also provides design recommenda-

tions for maximizing functional and social expressivity of AR robot gestures with different

contextual factors.

4. Kinesthetic interaction paradigms for increasing human-robot flexibility of controller that

leverages AR to create a wider range of interactions between the robot and users, including

kinesthetic, direct interactions, and multi-party interactions.

The following are secondary contributions of this dissertation:

1. User studies demonstrating the effectiveness of each technical approach in the work. These

include studies with 3rd −5th grade students, older adults (age 55+), and convenience popu-

lations (i.e., college students).

2. Implemented and validated open-source software systems. All code for studies throughout

this dissertation are open-sourced and publicly available. These include:

• MoveToCode – custom-made, extendable visual programming language (VPL) de-

signed to encourage learning programming through movement alongside an embodied

autonomous robot tutoring agent. The agent models a user’s kinesthetic curiosity state

in order to learn a personalized helping action policies for different users of the VPL

• PoseToCode – converts user pose landmarks from webcam feeds to coding blocks

using a convolutional neural network; performant to work on Chromebooks in schools

• NRI-SVTE – robot capability visualization with a system that learns user-robot prox-

emic preferences in-situ using active transfer learning for representative sampling

• KuriAugmentedRealityArms – AR arms for a robot to increase social expres-

sivity
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1.4 Outline

The remainder of this document is organized as follows:

• Chapter 2 defines key terms and provides background on the MVC software architecture

paradigm as well as relevant existing work in SAR and VAM-HRI.

• Chapter 3 introduces the Tool for Organizing Key Characteristics of VAM-HRI Systems

(TOKCS), the main unifying framework of the dissertation. TOKCS is based on the MVC

software architecture paradigm and aims to provide a comprehensive understanding of VAM-

HRI systems and how they can be leveraged for SAR.

• Chapter 4 describes three user modelling approaches with validation studies using VAM

in SAR contexts. These include student kinesthetic curiosity and AR behavioral data for

usability.

• Chapter 5 presents two designs for creating AR (AR) robot visualizations, along with val-

idating studies on their effectiveness. Design considerations for using AR appendages to

maximize both social and functional expressivity in robots are also given.

• Chapter 6 outlines two different AR, kinesthetic interactions to increase student interest in

coding with a robot tutor–a pair coding activity and a pose-based coding activity–and pro-

vides design guidelines for both.

• Chapter 7 provides a summary and concluding statements as well as potential open problems

and extensions to the dissertation.

Nota bene: This dissertation includes contributions from multiple researchers, specifically un-

dergraduate students supervised and mentored by the dissertation author. The contributors

are named in chapters and sections of the dissertation that cover their work. Specifically, a

“Contributors” box is included at the beginning of each chapter or section that includes con-

tributions by other researchers.
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Chapter 2

Background and Related Work

This chapter presents relevant background information and related work. It first dis-

cusses the MVC software architecture paradigm – a key concept used throughout the

dissertation. The chapter then describes SAR as a subfield, including the benefits of

physically embodied robots. The field of VAM-HRI is also discussed, including the

study of virtual embodiment. This chapter aims to provide context for the subsequent

chapters, which will focus on how to leverage VAM technology to enhance SAR. The

two fields of SAR and VAM-HRI exist in parallel; this dissertation aims to bridge the

gap between them by describing how VAM can be used to enhance SAR.

2.1 Model-View-Controller (MVC) Software Architecture

Paradigm

This dissertation presents using the MVC paradigm (Krasner and Pope 1988) to leverage VAM for

SAR. As seen in Fig. 2.1, MVC is a software architecture pattern that separates an application into

three main components: the model, the view, and the controller.

The model represents the data and the back end logic of the software application. It is respon-

sible for maintaining the state of the application and handling interactions with the data store. The

view is the user interface of the application. It presents the data to the user and allows the user
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Figure 2.1: MVC (Krasner and Pope 1988) software architecture paradigm where the user interacts
with the view, which relays these events to the controller, which then demands data from the model.
The model sends the data back to the controller, which updates the view for the user to see. Some
descriptions of MVC describe direct communication between the user and controller, with both
descriptions being functionally equivalent.

to interact with the application. The controller is the bridge between the model and the view. It

receives user input via events from the view, interacts with the model to update the state of the

application, and then updates the view to reflect the changes in the model.

MVC is a widely used design pattern in software development, particularly in web applications.

It allows for the separation of concerns, making it easier to develop and maintain the application. It

also makes it easier to test individual components of the application independently. In this chapter,

the background for each component of MVC with regards to SAR and VAM-HRI is described in

detail to form the basis of the framework described in Chap. 3.
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2.2 SAR

SAR is a relatively young yet rapidly growing subfield of HRI, initially defined by Feil-Seifer and

Matarić (2005). In SAR, robots assist people in a variety of non-physical tasks, such as provid-

ing emotional support or aiding with learning. The physical robot embodiment enhances these

interactions, leading to better, measurable outcomes. Advances in machine learning have led to

improved approaches to modeling user state and a better understanding of how robots can express

themselves, resulting in more meaningful interactions for a variety of user populations.

2.2.1 Social + Assistive + Robotics

Feil-Seifer and Matarić (2005) and Matarić and Scassellati (2016) defined SAR as in the intersec-

tion of socially interactive robotics and assistive robotics.

Socially interactive robotics was first introduced by Fong et al. (2003) as a subcategory of HRI,

distinguishing between the main task of the robot was to form some interaction with the human as

opposed to teleoperation research. They further broke down work into social interaction principles

used by the robot (e.g., speech, gestures) as well as focusing on the human’s perception of the

robot in an interaction. This definition, however, does not properly encompass socially interactive

robotics given the counter examples of teleoperated robots sending social signals back with their

operators (Goodrich et al. 2013). Matarić and Scassellati (2016) instead categorizes HRIs into

categories of physical and social interaction. This better defines the social component of SAR as

anything pertaining to non-physical interaction.

A first definition of assistive robotics, on the other hand, is not clear-cut. Miller (1998) provides

a possible starting point for defining it as using robotics to help those with disabilities. This does

not fully encompass assistance though as people without disabilities are often assisted by robots in

both social (Clabaugh and Matarić 2019) and physical (Mohebbi 2020) settings. Assistive robotics

is therefor referred to as HRIs where the goal of the robot is to help users in tasks difficult for them

to complete on their own, often in populations with additional needs (e.g., older adults and those
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with disabilities). Matarić and Scassellati (2016) points to the large body of work predominantly

focused on physical assistance with an increase in work looking to socially assist users. This is

where SAR lies, the overlap of non-physical assistance for users predominantly in meaningful,

need-based populations. The interactions with these populations encompass a variety of domains

as further described in Sec. 2.2.5.

Finally the robotics components of SAR are encompassed by the question “why not use a

cheaper and easier to deploy virtual agent?” One of the primary reasons for using a robot instead

of a virtual assistant is the physical embodiment of the robot, which has been shown to lead to better

outcomes (e.g., task time, learning gains, socio-emotional measures) across a variety of interactions

(Deng et al. 2019) as further described in Sec. 2.2.2. A robot can also persist in the physical

environment in a way that a virtual character cannot, allowing it to be present during a wider range

of activities while persisting as a social agent. In addition, a robot can physically interact with the

real world, further expanding the potential for interactions (e.g., tangible user interfaces (Law et al.

2019) and physically-based games (Andriella et al. 2019)). Similar to embodiment, these physical,

embodied interactions have been shown to be beneficial to users especially in educational contexts

(Cutica et al. 2014).

2.2.2 Physical Embodiment

Socially assistive robots do not necessarily need a physical embodiment to perform their tasks,

which are, by definition, non-physical. However, Wainer et al. (2006) demonstrated the positive

roles of physical embodiment as measurable outcomes of a HRI. The study of benefits of embodi-

ment predates robotics having roots in social sciences (Varela et al. 1992), philosophy (Hendriks-

Jansen 1996), and neuroscience (Zeman 2006). Further, Deng et al. (2019) surveyed a large body

of research showing that a physical embodiment can lead to better outcomes, such as increased

learning gains and positive socio-emotional measures. Thus the benefits of physically embodied

robots is well studied and documented.
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Additionally, a physical robot embodiment needs to be designed for its specific tasks and goals.

The design of physical robot embodiments has a large body of work with outlining metaphors and

their effects on users. This dissertation, however, primarily addresses the general role of physical

embodiment and not the specifics of these design elements. The reader is directed to Dennler et al.

(2022) for a comprehensive overview of physical robot design metaphors.

2.2.3 Model - User Hidden State Estimation

A large body of work in SAR focuses on modelling the user’s state, particularly their latent (i.e.,

not directly observable) socio-emotional state and performance state during an interaction. This

state information is then used by the robot to inform its action policy (e.g., if (engagement <

threshold) then → do REENGAGEMENT BEHAV IOR). Multimodal reasoning has been used

to infer hidden user state such as knowledge (Schodde et al. 2017), engagement (Rich et al. 2010;

Salam and Chetouani 2015a; Celiktutan et al. 2017; Jain et al. 2020b), curiosity (Ayub et al. 2022),

and valence/arousal (Kulic and Croft 2007).

There is an emphasis on personalizing the user models (Clabaugh and Matarić 2019), often

using machine learning techniques such as reinforcement learning (Kaelbling et al. 1996; Gordon

et al. 2016; Clabaugh et al. 2019), transfer learning (Weiss et al. 2016; Spaulding and Shen 2021),

and domain-adaptation (Daumé III 2009; Shi et al. 2022). These techniques aim to address the

common issue of SAR datasets being relatively small compared to traditional machine learning

datasets (e.g., vision (Ferraro et al. 2015; Janai et al. 2020; Mogadala et al. 2021), proximal pref-

erences (Samarakoon et al. 2022), and natural language (Ferraro et al. 2015; Alyafeai et al. 2020;

Khurana et al. 2022)). The small dataset problem is further compounded by the diversity and high

variability of populations in SAR datasets (e.g., those with autism spectrum disorder (Lord et al.

2018)). In order to model phenomena, data for these data sets must be collected within SAR inter-

actions. The sensor data collection of many SAR interactions can further complicate the modelling

trained on these datasets. As exemplified by Williams et al. (2018b), data collection can be robot

egocentric – from the robot’s point of view, such as using an onboard camera – or allocentric –
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from an external view, such as using a camera in the environment. With only robot-centric and

external sensors, the user can easily move out of a sensor’s field of view or a sensor may be moved

out of place.

2.2.4 View - Physical Robot Expression

Expressivity in HRI refers to the robot’s ability to use its modalities to non-verbally communicate

the robot’s intentions or its internal state (Charisi et al. 2019). Higher levels of expressiveness have

been shown to increase trust, disclosure, and companionship with a robot (Martelaro et al. 2016).

Expressivity can be conveyed with dynamic actuators (e.g., motors) as well as static ones (e.g.,

screens, LEDs) (Balit et al. 2018). HRI research into gesture has explored head and arm gestures,

but many nonhumanoid robots partially or completely lack those features, resulting in low social

expressivity (Cha et al. 2018).

A key component to social interaction is a user’s perception of the robot during the interaction

(Cha et al. 2015) which can be further broken down into social and functional components. Social

perception is the user’s belief that a robot is capable of participating in the interaction as a social

actor that is an interactive, autonomous, and adaptable agent. Functional perception is the user’s

belief that a robot is able to accurately, and often quickly, perform a task’s goal not related directly

to the human-robot social relationship. Humans are social creatures and while tasks, by definition,

have functional outcomes, the two categories, social and functional, are not mutually exclusive.

Social and functional instead fall within two parallel spectra within any given task. Any interaction

during a task has some combination of functional to social goals and benefits. Therefore defining

social and functional tasks is similar to the difficulties found in defining “high-level” and “low-

level” tasks in computer science and robotics, where the definitions are context- and domain-

specific.
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2.2.5 Controller - Domains and Interactions

SAR is a field of research with numerous applications in various domains, including healthcare

(Rabbitt et al. 2015; Tapus et al. 2009; Matarić et al. 2007), older adult care (Vandemeulebroucke

et al. 2018; Abdi et al. 2018), early childhood/infant development (Jeong et al. 2015; Klein et al.

2019), and education (Clabaugh et al. 2020; Chen et al. 2020; Shi et al. 2022; Short et al. 2014).

In these contexts, SAR technologies are used to provide assistance and support to individuals with

additional needs through meaningful interactions and assistance (as discussed in Sec. 2.2). These

interactions can be one-on-one or involve multiple people (i.e., multi-party interactions (Birming-

ham et al. 2020; Short and Mataric 2017; Salam and Chetouani 2015b)), and the use of a physical

robot embodiment can further enhance the shared experience of all people present in the same

space.

One key area of focus in SAR research is education, where robots are used as personal tutors

(Clabaugh et al. 2020; Chen et al. 2020; Shi et al. 2022; Short et al. 2014) or as part of the learning

content itself (Bravo et al. 2017). These research efforts have demonstrated the benefits of using

a one-on-one tutor, as it can personalize the learning experience for each student and provide

additional help outside of the traditional classroom setting (Clabaugh and Matarić 2019).

Socially assistive robots, especially in the education domain (Clabaugh and Matarić 2019),

are often designed for seated interactions for a variety of reasons. These may include the fact

that many of the settings in which these robots are used, such as healthcare and education, often

involve seated interactions, as well as the fact that seated interactions may be more cost-effective

and easier to design and implement from a technical standpoint. Seated interactions may also be

more traditional or familiar in certain domains, and may be more easily accepted by users. The

emphasis on seated learning interactions creates an opportunity gap to research kinesthetic learning

contexts (i.e., embodied learning (Macedonia 2019)) that include the well-documented benefits of

the physical embodiment of the SAR tutor (Deng et al. 2019).
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2.3 VAM-HRI

VAM-HRI is a nascent area of research that uses 3D virtual imagery to enhance HRIs. Fig. 1.2

shows the rapid growth of this field, which may be driven by the widespread availability of VAM

technology such as commercial augmented and VR devices (Walker et al. 2022) in tandem with the

the first VAM-HRI workshop (Williams et al. 2018a). One of the key challenges in VAM-HRI is to

design and develop systems that can effectively support natural and intuitive interactions between

humans and robots. This requires a deep understanding of how humans perceive, understand, and

interact with VAM environments. To this end, VAM-HRI has many similarities to SAR, but there

is very little substantiated overlapping work between the two areas of research. This presents an

opportunity to leverage VAM technology to improve the effectiveness of SAR.

2.3.1 Milgram’s Reality-Virtuality Continuum

The Milgram Reality-Virtuality Continuum (Milgram et al. 1995a) classifies environments and

interfaces with respect to how much virtual and/or real content they contain (Fig. 2.2). On one

end of the spectrum lies reality, which is any interface that does not use any virtual content and

makes use of only real objects and imagery. The opposite end of the spectrum is VR, which would

be an interface that consists of pure virtual content without any integration of the real world (for

example, a simulated world presented in VR). Between these two extremes is mixed reality (MR),

which captures all interfaces that incorporate a portion of both reality and virtuality in their design.

There are two sub-classes of MR: (1) AR where virtual objects are integrated into the real world;

and (2) augmented virtuality (AV) where real objects are inserted within virtual environments.

AR interfaces in VAM-HRI often communicate the state and/or intentions of a physical robot.

For example, the battery levels of a robot can be displayed with a virtual object that hovers over

a physical robot, or a robot’s planned trajectory can be drawn on the floor with a virtual line to

indicate the robot’s future movement intentions.
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Figure 2.2: Milgram’s Reality-Virtuality Continuum (Milgram et al. 1995a) - The continuum of
interactions within only the physical reality (left) to fully VR (right). MR is the full continuum
of combining any virtual and physical reality elements. There are two sub-classes of MR: (1) AR
where virtual objects are integrated into the real world; and (2) AV where real objects are inserted
within virtual environments.

VR interfaces are often used to provide simulated environments where human users can interact

with virtual robots. In these virtual settings user interactions with robots can be monitored and

evaluated without risk of physical harm for either robot or human. Additionally, the virtual robot

models can be easily and quickly altered to allow for rapid prototyping of both robot and interface

design. Without the need for physical hardware, robots can be added to any virtual scene without

the typical costs associated with physical robots.

Virtual environments can also be used to teleoperate and/or supervise physical robots in the

physical world. In cases like these, 3D data collected by the physical robot about its surrounding

environment is integrated within virtual settings to create AV interfaces. Cyber-physical interfaces

and virtual control rooms are two common VAM-HRI AV methods of enhancing remote robot

operators ability by increasing situational awareness of their robot’s state and location while miti-

gating the limitations of virtual interfaces such as cyber sickness (Lipton et al. 2017).

2.3.2 Virtual Embodiment

Embodiment in VAM-HRI can be thought of as existing on a spectrum, with one end representing

interactions with a fully physical robot and the other end representing interactions with a fully vir-

tual robot avatar. It is worth noting that these two ends of the spectrum are not mutually exclusive,
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as a physical robot can be augmented with virtual 3D imagery, which is often the goal of VAM-

HRI (Williams et al. 2020c; Walker et al. 2018; Walker et al. 2022). The benefits of physical robot

embodiment are discussed in Sec. 2.2.2. In contrast, this section will focus on the embodiment

effects of fully virtual 3D avatars in AR and VR.

Virtually embodied avatars are digital representations of a person in AR/VR environments.

These avatars can be used to enhance social interactions, communication, and collaboration in vir-

tual spaces. One benefit of virtually embodied avatars is that they can provide a sense of presence

and co-presence, allowing people to feel as if they are physically present with others even when

they are not in the same location (Wu et al. 2021; Murugan et al. 2021; Pakanen et al. 2022).

This can be particularly useful in situations where face-to-face interactions are not possible due to

physical distance or other constraints (e.g., COVID-19 pandemic (Asadzadeh et al. 2021)).

Virtually embodied avatars can also be used to facilitate social and communication skills train-

ing, such as in the treatment of social anxiety (Horigome et al. 2020) or autism spectrum disorder

(Mosher and Carreon 2021). In these contexts, avatars can provide a safe and controlled environ-

ment for practicing social interactions and communication skills. Additionally, virtually embodied

avatars can be used in AR/VR educational settings to create immersive and interactive learning

experiences. For example, students can use avatars to collaborate on projects (Pidel and Acker-

mann 2020), participate in virtual field trips (Vellingiri et al. 2022), or engage in other interactive

learning activities (Papanastasiou et al. 2019).

Overall, virtually embodied avatars offer a range of potential benefits in both personal and

professional contexts, and their use is likely to continue to grow as AR/VR technologies continue

to advance. As VAM-HRI grows, the field continues to study the potential benefits and challenges

of mixed-embodiment, which refers to situations where individuals are partially physically and

partially virtually embodied.
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2.3.3 Model - User Hidden State Estimation

One key aspect of VAM-HRI is the ability of AR and VR devices to collect data that can be used

to model user state, including pose and latent state such as intent. In VAM-HRI, data collection

is typically performed using sensors that are built into AR and VR devices, such as head-mounted

displays (HMDs) or tablets. These sensors can include cameras, depth sensors, inertial measure-

ment units (IMUs), and other sensors that are used to track the user’s head and hand movements,

as well as their gaze direction and other features of their environment.

These data can be used to model the user’s pose, the position and orientation of their body in

space. This information is crucial for HRI, as it allows robots to understand the user’s physical

location and movement, and to respond appropriately. For example, if a user is pointing at a

specific object, the robot can use their pose data to understand that they are trying to direct its

attention to that object (Puljiz et al. 2021). Researchers further use these pose data to learn more

fluid interaction via learning from demonstration (Wang and Belardinelli 2022).

In addition to modeling the user’s pose, AR and VR devices can also be used to model latent

state, such as intent. Latent state refers to unobserved or hidden variables that may influence a

user’s behavior. For example, if a user is utilizing an AR or VR system to interact with a robot, the

robot may be able to infer their intent based on their gaze direction, hand gestures, and other subtle

cues (Rosen et al. 2020; Higgins et al. 2022). This information can be used to guide the robot’s

behavior and to improve the overall effectiveness of the HRI system.

A key benefit VAM data collection is the consistency of these data given the user is either

almost always wearing or holding the VAM technology. Thus systems can make assumptions

about the data (e.g., user is at position {X,Y} because HMD is at position {X,Y})) with users

unlikely to go “out-of-frame.”

2.3.4 View - Virtual Robot Expression

VAM technology can be used independently of the robot’s embodiment and can effectively com-

municate complex signals through 3D virtual imagery (Walker et al. 2022). This imagery has been
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shown to increase the ease of robot programming (Gadre et al. 2019), remote teleoperation (Rosen

et al. 2018; LeMasurier et al. 2022; Zea and Hanebeck 2021), human intent estimation (Rosen

et al. 2019), and human-robot teaming tasks (Walker et al. 2018).

Visualizations of robot signals can improve human-robot communication by providing complex

information in a simplified and accessible manner (Walker et al. 2022). However, survey analysis

across the Miligram virtuality continuum has shown that early work in social MR for robots was

limited (Holz et al. 2009), with examples including virtual expressive faces on Roomba vacuum

cleaners (Young et al. 2007a) and virtual avatars on TurtleBot mobile robots (Dragone et al. 2006).

To the best of the knowledge of the author, it wasn’t until 2019 that virtual overlays focused on

social outcomes were pursued further (as described in Sec. 5.1). Work outside this dissertation

and after 2019, primarily focused on the use of deictic gesturing in AR-enhanced social robots,

including the creation of different AR appendages and visualizations for robots which often involve

trade-offs between social and functional designs (Hamilton et al. 2020; Hamilton et al. 2021; Tran

et al. 2021). Chapter 5 builds upon and is intertwined with these works, as recently demonstrated

by Brown et al. (2022).

2.3.5 Controller - Domains and Interactions

The field of VAM-HRI largely consists of human-robot teaming (Walker et al. 2019; Walker et

al. 2018; Rosen et al. 2019; Chang et al. 2022; Walker et al. 2022), robot programming/debug-

ging interfaces (Ikeda and Szafir 2022; Zea and Hanebeck 2021), and teleoperation (Zhang et al.

2018; Hedayati et al. 2018; Lipton et al. 2018). These span a large variety of domains includ-

ing manufacturing (Nee and Ong 2013), healthcare (Viglialoro et al. 2021), training (Bric et al.

2016), construction (Ravi et al. 2021), robotics education (Villanueva et al. 2021), and research

labs (Ikeda and Szafir 2022; Zea and Hanebeck 2021).

VAM-HRI interaction paradigms are largely dictated by the VAM hardware deployed in a given

scenario. While hardware used for VAM can vary widely, there are certain types of hardware that
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are commonly used in VAM-HRI. The most common, which enable experiences along the Reality-

Virtuality Continuum, include: HMDs, projectors, displays, and peripherals.

HMDs: VR, MR, and AR all commonly use HMDs. HMDs allow for a full VR experience,

visually immersing the user in a completely virtual environment. HMDs also allow for AV, such

as in Wadgaonkar et al. (2021), where the user is in a virtual setting but the virtual robot being

manipulated is also moving in the real world. Some HMDs are strictly AR headsets, where virtual

images are rendered on top of the real world view of the user.

Projectors: Onboard projectors can provide a way for the robot to display virtual objects or

information. Alternately, static projectors allow an area to contain AR elements. Images might be

projected onto an object, on the floor, or onto a robot (Han et al. 2022; Gillen et al. 2012; Bolano

et al. 2019).

Displays: This category of hardware ranges from handheld smartphones or tablets to room-

size displays. Two-dimensional and three-dimensional monitors fall somewhere in between this

range. Some of these exist in a single location, while mobile displays can be carried by a person

or moved by a robot. A cave automated virtual environment (or CAVE) immerses the user in VR

using 3 to 6 walls to partially or fully enclose the space. An AR display might include a real-time

camera with overlaid virtual graphics, while a VR display contains completely virtual graphics.

Displays can be an especially effective way to conduct user studies without investing in expensive

hardware, for example by showing recorded videos to participants on Amazon Mechanical Turk

(Mott et al. 2021).

Peripherals. Peripheral devices allow for a richer interaction within VAM. Leap Motion hand

tracking can be combined with a headset such as the HTC Vive (as in (Mara et al. 2021)) to provide

recording and playback of motions and commands. Some controllers are handheld and can be used

individually or in tandem, giving the user a modality for both gesturing and selecting with the use

of buttons on the device.

While the field of VAM-HRI has focused on a variety of domains and interaction paradigms,

it is primarily focused on functional goals rather than social bi-directional interaction with the
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robot. This dissertation proposes a framework for leveraging the benefits of VAM for SAR. By

incorporating VAM technologies into SAR, it may be possible to enhance the social interaction

and communication between humans and robots, as well as improve the capabilities of the robots

in assisting with tasks.

Further surveys of VAM-HRI can be found in Walker et al. (2022) and Suzuki et al. (2022).

2.4 Summary

Socially interactive robotics (SIR) is a subfield of HRI that involves the use of robots to interact

with humans in a social manner, using techniques such as speech and gestures. SIR has been

defined more broadly as any non-physical interaction between humans and robots, while assis-

tive robotics involves the use of robots to help users complete tasks that are difficult for them to

complete on their own, often in populations with additional needs such as older adults and people

with disabilities. There is overlap between SIR and assistive robotics in the area of SAR, which

involves the use of robots to provide non-physical assistance to users in need-based populations.

SAR interactions benefit largely from the robot’s physical embodiment, persistent presence, and

real-world physical interaction. SAR has numerous applications in domains such as healthcare,

older adult care, early childhood development, and education.

VAM-HRI is a field of research that uses 3D virtual imagery to enhance HRIs. The goal of

VAM-HRI is to design and develop systems that can support natural and intuitive interactions be-

tween humans and robots. VAM-HRI has many similarities to SAR, but there is limited overlap

between the two fields. VAM-HRI applications include human-robot teaming, robot programming

and debugging interfaces, and teleoperation, and they span a variety of domains including man-

ufacturing, healthcare, training, construction, robotics education, and research labs. VAM-HRI

hardware includes HMDs, projectors, displays, and peripherals. These devices can be used to

create experiences along the Reality-Virtuality Continuum, ranging from fully virtual to fully real.

20



This dissertation aims to develop a framework for leveraging VAM for SAR using the MVC

paradigm (Chap. 3). The MVC paradigm is a software design pattern that separates the representa-

tion of information from the user’s interaction with it. Each component of MVC is used to enhance

SAR and validated through user studies. Chap. 4 focuses on user modeling, Chap. 5 focuses on

robot expressions (i.e., the “view” in MVC), and Chap. 6 focuses on interaction paradigms (i.e.,

the “controller” in MVC). The main focus of each chapter is on its respective component of MVC,

with the other components being used to validate the results. For example, the user modeling done

in Chap. 4 uses different robot expressions (i.e., view) with different interaction paradigms (i.g.,

controller). However, the main focus of the work in Chap. 4 is primarily on user modelling.
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Chapter 3

MVC: A Tool for Organizing Key Characteristics of VAM-HRI

Systems (TOKCS)

This chapter presents TOKCS, a Tool for Organizing Key Characteristics of VAM-HRI

Systems. TOKCS is based on the Interaction Cube framework and adopts a MVC ap-

proach to VAM-HRI, focusing on designer intent and user perception of virtual object

anchor locations and manipulability. This chapter explains how TOKCS can be used

to enhance understanding of VAM for SAR.

3.1 The Interaction Cube: an Existing VAM-HRI Framework

Contributors: Chapter 3 is based on Groechel et al. (2022a) written with co-first author

Michael E. Walker. Additional authors of the published work include Christine T. Chang, Eric

Rosen, and Jessica Zosa Forde.

The Interaction Cube (Williams et al. 2019a) uses three dimensions to characterize VAM-HRI

work: the 2D Plane of Interaction to represent interactive design elements and the 1D Reality-

Virtuality Continuum from Milgram (Milgram et al. 1995a) to characterize the environment.
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Figure 3.1: The Reality-Virtuality Interaction Cube used to visually categorize MR interaction
design elements (MRIDE)s according to their Flexibility of Control (FC), Expressivity of View
(EV), and where they lie upon the Reality-Virtuality Continuum (RV). Reality is indicated as 0 and
Virtuality as 1.

3.1.1 Interaction Design Elements: Enhancing View and Control

Two of the three dimensions of the Interaction Cube (Fig. 3.1) are defined by the Plane of In-

teraction, which captures both (1) the opportunities to view into the robot’s internal model, and

(2) the degree of control the human has over the internal model. These two levels of interactivity

(termed the expressivity of view (EV) and flexibility of controller (FC), respectively) are the

conceptual pillars for characterizing interactivity within the Interaction Cube, and any components

that contribute or impact either EV or FC are called interaction design elements. This is similar to

the MVC design pattern. However, in this case the 2D placement on the Interaction Plane depends

on a vector whose direction results from the impact a design element has on EV and the impact a

design element has on FC. The magnitude of the vector is scaled by the complexity of the robot’s

internal model. According to Williams et al. (2019a), “while it is likely infeasible to explicitly

determine the position of a technology on this plane, it is nevertheless instructive to consider the
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formal relationship between interaction design elements and the position of a technology on this

plane.”

3.1.2 Mixed-Reality Interaction Design Elements: Anchoring and Artifacts

The Interaction Cube categorizes the study of VAM virtual objects as MRIDEs (mixed-reality

interaction design elements), which fall into one of three categories:

• User-Anchored Interface Elements: Objects attached to user view. This is similar to tra-

ditional GUI elements that are anchored to the user’s camera coordinate frame and do not

change along with the user’s field of view. These elements may also be referred to as part of

a user’s heads up display as popularized by video games and movies.

• Environment-Anchored Interface Elements: Objects anchored to the environment or robot.

For example, virtual arms that can be anchored to a robot (Groechel et al. 2019) or virtual

objects that can be anchored to the physical environment.

• Virtual Artifacts: Objects that can be manipulated by humans or robots or may move “under

their own ostensible volition” (Williams et al. 2019a). For example, virtual indicators of

robot position, such as arrows, can move on their own within the environment.

3.1.3 The Reality-Virtuality Continuum

The Reality-Virtuality Continuum (Milgram et al. 1995a), as outlined in Sec. 2.3.1 and Fig. 2.2,

is a scale that spans from physical reality, where there is no virtual imagery, to VR, where the user

is completely immersed in virtual imagery. MRIDEs fall on this continuum along the third axis

of the Reality-Virtuality Interaction Cube. MR, which is any combination of physical and VR,

falls between these extremes. Within MR, there are two subcategories: AR and AV. AR involves

the blending of virtual imagery with the user’s present physical environment, while AV represents
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physical world state information in 3D virtual imagery from a remote physical entity, such as a

robot.

3.2 MVC: The TOKCS Framework

A key insight of this work is the addition of key characteristics of VAM-HRI not covered by the

Interaction Cube to create TOKCS. These include VAM-HRI system hardware, research that seeks

to increase a robot’s model of the world around it, and additional granularity to mixed-reality

interaction design elements (MRIDEs). TOKCS defines a robot’s internal complexity of model

(Sec. 3.2.1) and, in conjunction with discretizing EV and FC from the Interaction Cube (Sec.

3.1.1), outlines VAM-HRI under the MVC paradigm (Krasner and Pope 1988). The characteristics

are part of TOKCS which is then applied to the 4th VAM-HRI workshop’s papers in Sec. 3.3. The

application of TOKCS to the workshop informs the insights and future work recommendations

outlined in Sec. 7.2.

3.2.1 Defining the Robot Internal Complexity of Model

The Interaction Cube emphasizes the increased expressivitiy of view and flexibility of controller

aspects of projected visual objects having on the robot’s underlying model. This fails to explore,

however, the sensing capabilities and data afforded by VAM technologies (e.g., ARHMD). The

framework can be expanded by including the technologies’ ability to aid the robot’s internal model

of the world - namely increasing the robot’s internal complexity of model (CM). The robot’s

internal CM benefits from data typically difficult to gather (e.g., eye-gaze) as well as the technology

affording data assumptions (e.g., a headset with various sensors being anchored to the user’s head).

These data aid in a robot’s model of the environment and/or model of the user.

Environment - Data from the VAM technology further increases the robot’s understanding of

an environment. An example is provided in Fig. 3.2. Given a mobile robot with 2D SLAM, a 3D

map from an ARHMD’s SLAM can be transformed into the robot’s coordinate frame. The map
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can then be used for more accurate navigation. In another situation, a mobile phone camera can

help with object recognition both in front and behind the robot.

User - Data from VAM technology further increase the robot’s understanding of the user. For

example, a robot can better infer a user’s intent to choose an object by using ARHMD eye-gaze

(Rosen et al. 2020). Data gathered from motion sensors can be used both for functional purposes

(e.g., where is the human in relation to the robot) as well as to infer affective human state such as

student curiosity (Groechel et al. 2021).

Figure 3.2: Demonstrates a navigation situation where the robot 2D SLAM map (B) benefits from
the 3D SLAM map from the ARHMD (A). The robot only maps the two front table legs (bottom
left) as it is only equipped with a 2D lidar. The robot, however, is too tall to move past the table so
it will collide if it does not use the 3D map from the ARHMD. A combined SLAM map would be
created from feature matching such as the table legs (circles).
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3.2.2 User-Perceived Anchor Locations and Manipulability

The mixed reality interaction design element (MRIDE) categorizations of user-anchored interface

elements, environment-anchored interface elements, and virtual artifacts (described in Sec. 3.1.2)

are not mutually exclusive and lack necessary granularity. For example, a virtual artifact can

be user-anchored, such as a movable user-anchored element or an environment-anchored object

that moves on its own. Granularity can also be added to benefit MRIDE classifications such as

distinguishing between robot- and environment-anchored objects.

To this end, two important distinctions can be added to expand the current framework. First,

two characteristics are applied: Anchor Location {User, Robot, Environment} and Perceived

Manipulability {User, Robot, None}. Second, MRIDEs are distinguished based on the intended

user perception of the virtual object (i.e., where does the user perceive the anchor to be and who

can/does move a virtual object).

The first distinction allows for multiple labels within each characteristic, such as objects that

are manipulable by both the robot and the user. Visuals for path planning (e.g., (LeMasurier et al.

2021)) further highlight the benefits of these granular distinctions. A planned robot pose visualized

within the environment could be argued as both robot- and environment-anchored since the same

trajectory can be defined within the robot’s local frame of reference or within a global frame of

reference.

The latter distinction is important when characterizing Anchor Location as any object can be

translated into the environment’s coordinate frame. This translation may mathematically correct

but the intended perception is important to the goals of studying a virtual object’s effect on the

user in the interaction. For example, the granularity of Anchor Location combined with intended

user perception allows for labeling virtual objects intended to be perceived as part of the robot,

such as added virtual robot appendages (Tran et al. 2020; Groechel et al. 2019). These virtual arms

were specifically designed to be perceived as part of the robot to study their impact on the robot’s

functional and social expressivity, respectively. Labeling the study of virtual arms as anchored to

the “environment” or “user” does not aid in surveying trends among research projects.
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Expanding on this idea, a key property of virtual object manipulation is the user’s action attri-

bution of the manipulation (i.e., does the user perceive that they moved the object, the robot moved

the object, or the object moved on its own). Perceived Manipulability is the action attribution, the

perception the user has of the manipulation. For an object that the user manipulates (e.g., grasps),

the Perceived Manipulability is the user. Virtual objects “manipulated” by the robotic system, how-

ever, are not necessarily physically manipulated by the robot nor perceived as such. In such a case,

the virtual object may be scripted to move on its own to give the illusion of robot manipulation yet

may fail in its illusion. This leads to a disconnect between the object moving and the robot’s action

of moving the object. When researching social robotics, this may have significant consequences

on a user’s perception of the robot (e.g., the robot’s social presence). Therefore, to alleviate this

complication, TOKCS is applied from the intended user perception of the designed system (i.e.,

if the system attempts an illusion of robot manipulation of a virtual object, it is classified under

Perceived Manipulability: Robot).

Lastly, these MRIDE labels are only applied to virtual objects and are not tied to classifying

VAM-HRI research under model, view, and control described in Sec. 3.1.1 and 3.2.1. VAM-HRI

studies a variety of modalities provided by VAM technologies. HMD data use for improving a

robot’s SLAM, for example, still categorizes as increasing the robot’s internal complexity of model

but is not applicable under Anchor Location or Perceived Manipulability. Thus, these MRIDEs

characteristics are designed for and only applied to virtual objects within VAM-HRI.

3.2.3 Classifying VAM Hardware Within TOKCS

Due to hardware technology making significant advances every year, labeling the specific tech-

nology (e.g., HoloLens 2) is important when classifying hardware within TOKCS. The hardware

is not always described within VAM-HRI work, but is integral to understanding an interaction, as

described in Sec. 2.3.5. These hardware technologies include HMDs, projectors, displays, and

peripherals. These hardware technologies then fall under these categories for TOKCS.
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3.2.4 Enumerating VAM Software Within TOKCS

There are a variety of software applications for facilitating 3D environments for VAM-HRI re-

search. The most popular platforms like Unity3D support a wide variety of VR and MR hardware

like those outlined in Section 3.2.3, and offer packages for networking with robot networks like

ROS (Quigley et al. 2009) servers and rendering robot sensor data. ROS also offers a robot simula-

tor, Gazebo (Koenig and Howard 2004), that directly interfaces with ROS applications and which

has been used for VAM-HRI research. Other additional software generally relevant to HRI research

is also included here, such as tracking AR tags to detect object poses using TagUp (Barentine et

al. 2021). Software is not a direct part of the interaction as hardware, but relevant software are

reported for a holistic understanding of what resources the VAM-HRI community uses to develop

their applications.

3.2.5 Framework Limitations

The TOKCS framework was designed to capture and classify the key characteristics of VAM-HRI

systems. However, the framework may become incomplete as advancements in both VAM-HRI

research and VAM technology capabilities lead to new key characteristics differentiating VAM-

HRI systems of the future. As field of VAM-HRI advances, the classification framework will need

to grow as well.

3.3 Demonstrating TOKCS

TOKCS characterizes VAM-HRI systems with the following:

Anchor Location {User, Env, Robot} – where is the intended user perception of the virtual

object’s coordinate frame anchor (Sec 3.2.2);

Perceived Manipulability {User, Robot, None} – the intended user perception of “who” is able

to or is currently manipulating the virtual object (Sec. 3.2.2);
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Increases Expressivity of View (EV) {0,1} – VAM technology is used to more explicitly show a

robot’s internal model such as using virtual objects to visualize robot sensors (Sec. 3.1.1);

Increases Flexibility of Controller (FC) {0,1} – using VAM technology to add control modality

to a robot (Sec. 3.1.1);

Increases Complexity of Model (CM) {0,1} – using VAM technology to help the robot’s

understanding of the environment and/or the interaction (Sec. 3.2.1);

Milgram Continuum {AR, AV, VR} – classification of which form of virtuality is being used

(Sec. 3.1.3);

Hardware Description – which VAM technology is used (Sec. 3.2.3);

Software Description – which VAM software is used (Sec. 3.2.4)

TOKCS is applied to papers from the 4th International Workshop on VAM-HRI to understand

the ways in which researchers have been developing new technologies that leverage VAM. This

was the most recent VAM-HRI workshop at the time of TOKCS creation. The ten papers and their

categorization within the TOKCS are summarized in Table 3.1.

The ten papers cover a variety of contributions. In most cases, the presented system focused its

improvements on a specific dimension of the TOKCS; five of the ten papers developed improve-

ments within a single dimension. The two that contributed expansions along all three dimensions

leveraged AR/VR in a domain that had previously not utilized AR/VR. For example, Higgins et al.

(2021) developed a method for training grounded-language models in VR, instead of with real

world robots. Ikeda and Szafir (2021) leverages AR-headsets for robotic debugging, where pre-

vious methods had used 2D screens. Four of the ten papers increased expressivity of view (EV),

four increased the flexibility of the controller (FC), and three improved upon the robot internal

complexity of model (CM). Of these 10 papers, half can be described as VR, three are AV, and

two are AR. The majority of the presented methods are anchored at the environment level. Two

methods’ anchor is located at the robot and two are located at the user. If a perceived manipulable

is available, it is typically available at the user level.
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Table 3.1: Summary of TOKCS. Up arrow symbols (↑) indicate that the work increases the func-
tionality within this aspect of TOKCS. Blank entries indicate that the contributions of the respective
paper for this aspect are consistent with prior work. Column acronyms and abbreviations: AL →
Anchor Location; PM → Perceived Manipulability; EV → Expressivity of View; FC → Flexibility
of Controller; CM → Complexity of Model; MC → Milgram Continuum (Milgram et al. 1995a)

Paper AL PM EV FC CM MC Software Hardware

Boateng and
Zhang (2021)

Robot,
Env

↑ AR Unity Hololens video
recordings via MTurk

Ikeda and
Szafir (2021)

Env User ↑ ↑ ↑ AR Unity Hololens

LeMasurier
et al. (2021)

Env,
Robot

User ↑ AV Unity,
ROSNET, ROS

HTC Vive

Puljiz et al.
(2021)

↑ AV Unity Hololens

Wadgao- nkar
et. al [20]

Env,
Robot

↑ AV Unity HTC VIVE

Barentine et al.
(2021)

Env ↑ VR Unity, TagUp Oculus Quest VR
headset & controllers

Higgins et al.
(2021)

User User ↑ ↑ ↑ VR Unity, ROS#,
ROS, Gazebo

SteamVR headset

Mara et al.
(2021)

Env Robot,
User

VR Unity HTC VIVE Pro Eye
& Leap Motion

Mimnaugh
et al. (2021)

VR Unity Oculus Rift S

Mott et al.
(2021)

Env,
User

↑ VR Unity MTurk Web Video of
VR

A broad range of utilized hardware and software was also observed. Unity (Haas 2014) was

overwhelmingly popular among papers as the 3D game engine of choice; nine of the ten papers

explicitly mention Unity3D. The most popular HMD mentioned was the Hololens (Garon et al.

2016), which was used in three of the papers.

3.4 TOKCS for SAR

TOKCS, constructed largely out of the MVC paradigm, is a framework that can be applied to HRI,

including the subfield of SAR. The defining characteristic of SAR as a subfield of HRI is its focus
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on social and assistive interactions. Therefore, TOKCS can be particularly useful for designing

and implementing social actions within assistive contexts in SAR.

The remainder of this dissertation explores how TOKCS can be applied to SAR. In particular,

it discusses and demonstrates how to improve the robot’s internal complexity of user models,

increase the social and functional expressivity of robots, and develop new interaction paradigms

for human-robot flexibility of controller within assistive kinesthetic contexts of STEM education.

This will provide a comprehensive understanding of how TOKCS can be used to define, design,

and implement effective and engaging interactions between humans and robots in SAR.
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Chapter 4

Model - Expanding Internal Complexity of User Models for

SAR

This chapter discusses the use of AR modalities for modeling user data. It highlights

the importance of understanding the relationship between these data and the user’s

state. Through the examination of different use cases such as modelling student kines-

thetic curiosity and AR usability, it illustrates that AR-based approaches have great

potential for capturing user data and personalizing interactions in a range of con-

texts.

4.1 Student Kinesthetic Curiosity

Contributors: Section 4.1 is based on Groechel et al. (2021). Additional authors of the pub-

lished work include Roxanna Pakkar, Roddur Dasgupta, Chloe Kuo, Haemin Jenny Lee, Julia

Cordero, Kartik Mahajan, and Maja J. Matarić.

Surveys of SAR tutors reports that SAR tutoring has shown great promise with various learn-

ers, especially when using multiple interaction modalities. The work to date has largely focused on

one-on-one learning companions for children with an emphasis on personalizing the learning in-

teraction (Clabaugh and Matarić 2019). This is often characterized by Bloom’s two sigma problem

(Bloom 1984) where students performed two standard deviations better when tutored one-on-one
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compared to traditional one-to-many lecture contexts. To personalize toward individual student

needs, SAR tutor interactions have adopted interfaces (e.g., tablets) that increase the observability

of student actions. The data from those interfaces are used to pursue multimodal reasoning about

hidden student state such as a student’s knowledge (Schodde et al. 2017), affect (Spaulding and

Breazeal 2019), or engagement levels (Jain et al. 2020b). The emphasis on seated learning interac-

tions creates a need to explore kinesthetic learning contexts (i.e., embodied learning (Macedonia

2019)) that include the well-documented benefits of the physical embodiment of the SAR tutor

(Deng et al. 2019).

Embodied learning can be effectively explored in VAM-HRI settings. Consequently, this area

of research has grown in recent years (Williams et al. 2020d), focusing on design (Williams et al.

2020c), teleoperation (Lipton et al. 2018), and signalling challenges (Walker et al. 2018) (Groechel

et al. 2019). Many of the studied interactions employ augmented reality head-mounted displays

(ARHMDs) that generate rich multimodal data minimizing or removing the need for external sens-

ing.

This work explores using such rich, multimodal data for personalizing student interactions

in an embodied learning context. This work creates synergies between SAR tutors, VAM-HRI,

and embodied learning through the design and implementation of MoveToCode (M2C), an open-

source, AR programming platform that interfaces with a robot tutor (Groechel et al. 2020) as seen

in Fig. 4.1. This work introduces a real-time, multimodal measure of student kinesthetic curiosity

(KCS) and analyze how a curious robot tutor’s actions impact KCS during an interaction.

4.1.1 Technical Approach

The key insight of this work is combining the components of embodied learning (e.g., movement)

and student curiosity (e.g., seeking new information) into a single measure of kinesthetic curiosity

(KCS) that is personalized for each student. To better understand how the design of KCS can be

leveraged for learning experiences with a robot, robot action policy is designed that uses KCS
t .
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Figure 4.1: M2C Interaction; participants attempted to solve coding exercises involving 3D code
blocks alongside the robot tutor, Kuri.

With the hypotheses given in Sect. 4.1.2, participants completed AR coding exercises with a

curious SAR tutor described further in Sect. 4.1.2.

Measuring and Personalizing Kinesthetic Curiosity

To inform a robot’s action policy, our real-time measures used a sliding-window approach to

measure KCS
t , a student’s kinesthetic curiosity at a given time:

movementS
t =

t

∑
n=t−tw+1

dist(head posen,head posen−1) (4.1)

curiosityS
t =

t

∑
n=t−tw

[ISAS
n ̸= NULL] (4.2)

KCS
t = w0 ∗

movementS
t −movementS

σmovementS
+w1 ∗

curiosityS
t − curiosityS

σcuriosityS
(4.3)

where movementS
t (4.1) is measured with accumulated head pose change over a sliding time win-

dow tw, and curiosityS
t (4.2) is measured as the sum of information seeking actions (ISAs) over

tw. ISAs are defined relative to the domain and action space of the learner. Specifically for this

work, ISAs included snapping code blocks (Fig. 4.2), unsnapping code blocks, pressing interaction

menu buttons (Fig. 4.1), and creating new code blocks. KCS
t (4.3) assumes an underlying Gaussian

distribution for movementS and curiosityS for all instances of time from 0 to t. This measure is a

weighted combination of movementS
t deviation and curiosityS

t deviation from their respective mean
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(i.e., z-normalization (Mariéthoz and Bengio 2005)). The resulting normalized scores are therefore

personalized to each student at time t.

Figure 4.2: Available M2C code blocks (left) as seen by the participant through the Hololens 2.
Code block manipulation (right) with a participant grabbing the block and letting it go to snap code
blocks together.

For post-interaction analysis, a student’s KCS and a robot’s KCR values for an entire interaction

consisted of the following:

KCS = (movementS,curiosityS) (4.4)

KCR = (movementR,curiosityR) (4.5)

where movementS is the student’s total movement throughout the interaction, and curiosityS is the

total number of ISAs throughout the interaction, allowing for normalization across interactions

of varying lengths. Using the same set of actions to measure KCS, a robot tutor’s KCR can be

evaluated for both the real-time measure KCR
t and the post-interaction analysis of KCR.

KC Robot Tutor Action Policy

The robot’s adjustable rule-based policy, shown in Table 4.1, was designed using a changeable

threshold T KC and time-window tw that triggered robot actions based on the time since last action

tslaR. For example, a lower T KC causes the robot to take more information-seeking actions in
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order to motivate the user to do the same. The rule-based policy was designed to support a data

collection for informing future data-driven policies.

Table 4.1: Robot Action Policy

Action Activation State
Exercise Goal Dialogue New Exercise Start
Virtual ISA KCS

t < T KC and tslaR ≥ tw
Positive Physical Affect KCS

t ≥ T KC and tslaR ≥ tw or Dialogue
Congratulatory Dialogue Correct Answer
Scaffolding Dialogue Incorrect Answer and Scaffolding Dialogue Left
Encouraging Dialogue Incorrect Answer and ¬Scaffolding Dialogue Left

4.1.2 User Study

A single-session within-subjects experiment was conducted with approval by our university IRB

(UP-17-00226) to evaluate a curious robot tutor policy (Table 4.1) with differing thresholds (T KC).

Ten participants (3F,7M) were recruited from the University of Southern California student pop-

ulation, with an age range of 19-27 (x̄ = 22.8,σ = 2.9). P8 experienced two separate operating

system crashes (at 285.92 s and 341.44 s); having not experienced both experimental conditions,

P8 was therefore removed from the behavioral data analysis.

Participants wore the ARHMD (Microsoft Hololens 2) and attempted to complete program-

ming exercises with the help of a robot tutor, a Mayfield Robotics Kuri (Fig. 4.1). Kuri used

the action policy described in Table 4.1 with tw empirically set to 20 seconds. The independent

variable in the study was the robot KC threshold level using T KC
high = 0.5 and T KC

low = −0.5. The

experiment lasted 20 minutes with T KC substituted at 10 minutes. ISAs (see Eq. 4.2) in this exper-

iment included snapping code blocks, unsnapping code blocks, pressing interaction menu buttons,

and creating new code blocks.

User Study Hypotheses

A user study was performed (described in Sect. 4.1.2) to evaluate the following hypotheses

regarding KCS with equal weights (w0 = w1 = 0.5):
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H1: KCS data fulfill the stationarity assumption needed for z-normalization.

H2: Robot virtual information seeking actions (i.e., curious actions) will positively affect student

KCS
t .

H3: A more curios robot (i.e., lower T KC) will encourage a higher KCS when compared to a less

curious robot (i.e., higher T KC).

For H1, KCS
t assumes an underlying Gaussian distribution over the time series which im-

plies that the time series data are stationary. For H2, this work examined if robot virtual

information seeking action (i.e., curious actions) could positively affect KCS
t to better inform

future robot action selection policies. For H3, this work tested the differences in conditions to

examine longer interaction effects of a more or less curious robot.

4.1.3 Results and Analysis

KCS
t depends on the time series for movementS

t and curiosityS
t to be stationary as they are mod-

eled with the underlying assumption of a constant mean and variance needed for z-normalization.

An Augmented Dickey-Fuller test was performed on each participants’ movementS
t and curiosityS

t

measures over the interaction to test for stationarity. With the exceptions of movementP1
t (p =

.017,DFτ =−3.248) and curiosityP2
t (p = .012,DFτ =−3.378), all tests reported a significance of

p < .01, supporting H1.

To analyze the effect of robot virtual information seeking actions (ISAs), the difference of

measure (M) from time t to time t + tw (∆Mt,t+tw) was calculated for all robot ISAs at time t. The

robot totaled 170 ISAs with ∆Mt,t+tw distributions tested for normality (Fig. 4.3). A two-sided,

single sample t-test was performed against a mean of 0. Significant results were found for all mea-

sures: ∆movementS
t,t+tw(m) (t = 4.51, p < .001, x̄ = 0.495,d = 0.35); ∆curiosityS

t,t+tw(ISA) (t =

4.637, p < .001, x̄ = 0.776,d = 0.36); ∆z
(
movementS

t,t+tw
)
(t = 4.623, p < .001, x̄ = 0.477,d =

0.36); ∆z
(
curiosityS

t,t+tw
)
(t = 5.087, p < .001, x̄ = 0.452,d = 0.39); ∆KCS

t,t+tw (t = 6.764, p <
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.001, x̄ = 0.464,d = 0.52). These findings demonstrate a positive short term effect of robot virtual

ISAs on KCS
t , supporting H2.

Figure 4.3: Action distributions for all differences in measures where the robot took an ISA at time
t to the score at time t + tw (∆Mt,t+tw). Zero line is plotted to show distribution shifts.

Differences in total movementS and curiosityS,R measures were analyzed between the robot

action policy threshold conditions of T KC
high = 0.5 and T KC

low =−0.5 shown in Fig. 4.4. A Wilcoxon

signed-rank test indicated a significant effect for curiosityR(ISA) (x̃high = 15, x̃low = 3,W = 0, p =

.008). No significant effect was found for movementS(m) (x̃high = 52.2, x̃low = 39.93,W = 21, p =

.859) or curiosityS(ISA) (x̃high = 90, x̃low = 130,W = 11, p = .172). These findings support the

T KC thresholds chosen but do not support a difference in KCS between conditions posited by H3.

4.2 AR Behavioral Data for Usability

Contributors: Section 4.2 is based on Mahajan et al. (2020) written with co-first author Kartik

Mahajan. Additional authors of the published work include Roxanna Pakkar, Julia Cordero,

Haemin Jenny Lee, Maja J. Matarić.

SAR tutoring has been extensively explored with a variety of users and usability studies (Pa-

padopoulos et al. 2020). Advances in VAM-HRI have enabled kinesthetic AR environments – as
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Figure 4.4: Measures between the more curious (T KC =−0.5) and less curious (T KC = 0.5) robot
conditions. The left depicts the total score for each measure for all participants. The right depicts
normalized measures for each participant between conditions.

described in Sec. 4.1 – where students move around and physically interact with coding blocks

alongside a SAR tutor. Effective evaluation of usability of these nascent 3D interfaces requires a

re-evaluation of common usability metrics employed in other tutoring environments.

Usability has been studied in various tutoring environments using subjective and objective

metrics. Subjective metrics include interview summaries (Malik et al. 2016) (Pino et al. 2015)

and various survey tools, typically using Likert scales (Keizer et al. 2019), such as the commonly

used System Usability Scale (SUS), a 0-100 scale. Objective metrics include user performance,

manipulation time, and gaze (Feingold-Polak et al. 2018)(Caleb-Solly et al. 2018). SUS is used for

evaluating both on-line and in-person tutoring, while objective metrics are more commonly used

in on-line tutoring. In SAR tutors, observability is typically limited; this challenge is even greater

in kinesthetic environments, where students move around.

This work applied objective usability metrics commonly used in seated 2D tutoring environ-

ments to data from a kinesthetic AR environment pilot study (n = 9) and validated those metrics

with post-interaction SUS survey data. Three different usability metrics were studied: 1) student

performance via problem-solving policies; 2) object manipulation time; and 3) gaze concentration.
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The metrics were recorded over a 20 minute interaction as described in Sec. 4.1.2 involving a SAR

tutor guiding a student through 7 coding exercises via an AR visual programming language M2C

(Groechel et al. 2020). The strength of each usability metric was compared to subjective survey-

based scores measured with the System Usability Scale (SUS). The results show that usability

scores were correlated with the gaze metric but not with the manipulation time or performance

metrics. The findings provide interesting implications for the design and evaluation of kinesthetic

AR robot tutoring environments.

4.2.1 Technical Approach

Since VAM-HRI for SAR tutoring is a nascent area, to understand usability metrics for kinesthetic

AR tutoring contexts, usability studies of programming tutors (Piech et al. 2015) and web inter-

faces (Wang et al. 2019) were reviewed, and chose three commonly used reliable metrics: user

performance, manipulation time, and gaze concentration. These metrics were then adapated based

on the context of our study.

Student Performance via Problem-Solving Policies: a participant’s performance was mea-

sured by counting the number of good and bad policies created during a time frame. Introduced by

Piech et al. (2015), a policy is defined as any group of two or more code blocks. For example, if

the participant was tasked with adding integer block 1 and integer block 2, a correct solution would

include combining the two integer blocks with an addition block. A Good Policy (GP) for this task

includes combining the integer block 1 with the addition block. A Bad Policy (BP) includes some

other, incorrect step(s), such as combining the integer block 3 and the addition block.

Manipulation Time: MT is defined as the amount of time it takes a participant to grab a coding

block and snap it to another block as can be seen in Fig. 4.2. Snapping was defined as the action

grabbing a code block, dragging it to be in contact with another code block, and then releasing the

currently held block to snap it to the contacted block. A successful manipulation event was logged

from the time when an object was first grabbed (tgrab) to when an object was snapped to another

object (tsnap).
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Gaze Concentration: GC is defined as the amount of time a participant looked a 2D (x,y)

pixel (i.e., cell) within the interaction space over a rolling time window twGC. The interaction

space, shown in Fig. 4.2, included the M2C interface and the physical robot tutor. The interaction

space, measured in meters, was a 4m x 2.25m grid, totalling 3,600 cells measuring 0.05m x 0.05m

each. A cell’s score increased by 0.01 every frame the participant looked at that cell during twGC.

The maximum cell score was capped at 1.

4.2.2 User Study

The dataset used in this work was from the within subjects (n = 9) study performed with an AR

visual programming language M2C described in Sec. 4.1.2. In this study (Fig. 4.2) a SAR tutor

aimed to increase a student’s kinesthetic curiosity (KC), a metric involving the multimodal measure

of a student’s movement and curiosity. In the interaction, students combined coding blocks (e.g.,

if-blocks, print-blocks) by grabbing, dragging, and snapping blocks together in order to solve 7

beginner-level coding exercises. The acts of grabbing, dragging, and snapping blocks are part of

the manipulation time metric, described in Sec. 4.2.1. Preset coding blocks were available to

the participant at the beginning of each exercise. Tasks focused on building syntactic skills for

integer addition, variable creation, and if-statements. The study and its results are under review for

publication elsewhere.

The dataset includes 9 (2F,7M) of the 10 participants who were University of Southern Cali-

fornia students with age range 19-27 (x̄ = 22.8,σ = 2.9). Participant 8 had two operating system

crashes and was discarded from analysis. Behavioral data were collected at 0.02 sec intervals

(50Hz) totaling 180 min of time series data yielding 540,000 rows. After the interaction, partici-

pants completed a ten-question questionnaire designed to measure individual SUS ratings.

This work examines the participants’ objective and subjective metrics of usability. Specifi-

cally, it considers SUS survey results and the logged behavioral data of policy-evaluation, object

manipulation time, and gaze concentration, described in the next section.
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4.2.3 Results and Analysis

Data Analysis

All statistics were distributed between 0 and 1 using MinMax Scaling from Python’s sklearn

package (v0.24.2):

Xscaled = σx ∗ (Xmax −Xmin)+Xmin (4.6)

where Xscaled is the new value for a data point in column X . To reduce skew of manipulation time

(MT ) results, a max MT of 10 seconds was empirically chosen, leaving 95.1% of the data. Any

times over 10 seconds were adjusted to 10 seconds.

Not all participants completed all exercises; P5 failed to complete exercise 3 and P1,2,6,9 failed

to complete exercise 6. This resulted in differently sized datasets for the different participants.

Post-interaction SUS scores are calculated for all participants based on a 10-question survey,

as shown in Fig. 4.5 (x̄ = 53.06, x̃ = 55.0,σ x = 17.2,CV = 32.8%).

Figure 4.5: SUS rating (0-100) of the M2C interaction. The line indicates the median rating (x̃).

Unimodal Metric Analysis

The variance and correlation of each metric to the SUS score is also calculated (Fig. 4.5). A

Levene’s test was used to identify significant (p < .05) variance of each metric across participants,

to signify the metric may distinguish different user behavior. Spearman’s r correlation tests are

used to validate the significance (p < .05) of each metric. Correlation of variance (CV ) of each

metric for unitless comparisons between metrics relative to their dispersion is also reported.
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Policy-Evaluation Results

To evaluate user performance, total Good Policies GP (x̄ = 24.125,σ = 11.243,CV = 46.6%)

and total Bad Policies BP (x̄ = 3.625,σ = 3.24,CV = 89.2%) were recorded per participant and

per exercise (Fig. 4.6). A Pearson’s r test showed that there was no significant correlation be-

tween the total GP and BP (rp(9) = 0.581, p = .100). A Levene’s test indicated unequal variances

per participant over exercises for total GP (F = 6.72, p = .001) yet no significant variance for

total BP (F = 0.993, p = .439). This supports that GP may be effective in helping to differen-

tiate user behavior, whereas BP may not be, due to its consistency across all participants. A

Spearman’s r correlation indicated no significant relationship between total GP and SUS score

(rs(9) =−0.369, p = .327), indicating total GP is not indicative of SUS score when observed uni-

modally. A Spearman’s r correlation indicates no significant relationship between total BP and

SUS score (rs(9) =−0.340, p = .370), supporting that total BP is not indicative of SUS score.

These findings show that neither of the user performance metrics (GP or BP) alone were sig-

nificant indicators of usability.

Figure 4.6: Good Policies (GP) and Bad Policies(BP) viewed per participant and per interaction.
Exercise 7 was free-play so there are no GP or BP recorded for it.

Manipulation Time Results

To evaluate Manipulation Time MT , average MT per participant (x̄ = 2.93s,σ x = 0.76s,CV =

25.9%) and per exercise (x̄ = 2.80s,σ x = 0.57s,CV = 20.3%) were recorded, as shown in Fig. 4.7.
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A Levene’s test indicated a significant variance among participant’s average MT per exercise (W =

5.94, p < .0001), indicating MT is able to differentiate user behavior. A Spearman’s r correlation

indicated no significant correlation between average MT and SUS score (rs(9) = 0.353, p = .351),

indicating that average MT is not indicative of SUS score.

As an additional MT metric, σMT (x̄ = 3.51,σ x = 0.816,CV = 23.2%) was calculated. A

Spearman’s r correlation also showed no significant correlation between σMT and SUS score

(rs(9) =−0.417, p = .263), indicating that average σMT was not indicative of the SUS score.

These findings indicate that neither of the Manipulation Time (MT ) metrics alone was a sig-

nificant indicator of usability.

Figure 4.7: Average Manipulation Time (MT ) per exercise and per participant. MT records time
between when a student chooses a coding block (e.g. if-statement, integer block) and snaps it to
another component. Refer to Sec. 4.2.1 for more detail.

Eye Gaze Concentration Results

To analyze eye gaze concentration GC, twGC was empirically set to 10 seconds. High intensity

cell reads (HR) were defined as any cell with a value of 0.9 or higher, because 0.9 is over two

standard deviations (σGC = 0.306) away from the average (x̄ = 0.181).

To evaluate HR, the total HR per participant was recorded (x̄ = 153.44,σ x = 23.733,CV =

15.4%) as shown in Fig. 4.8. A Levene’s test showed a significant difference in variance among

HR per time-step (F = 38.1, p < .0001), indicating that HR may distinguish user behavior. A
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Spearman’s r correlation also indicates a significant relationship between total HR and the SUS

score (rs(9) = 0.77, p = .014), supporting that total HR is indicative of SUS score.

As an additional metric of GC, σGC (x̄ = 23.42,σ = 14.22,CV = 15.4%) was calculated

based on 2D coordinates of gaze to represent how a participant’s gaze traveled over a window.

A Spearman’s r correlation showed no significant relationship between σGC and the SUS score

(rs(9) = 0.235, p = .542), indicating that σGC is not indicative of SUS score.

These findings indicate that HR was a significant metric for usability, whereas σGC was not.

Figure 4.8: Total High Intensity Cell Reads (score > 0.9) HR per participant recorded over a
rolling time window twGC = 10. Cells are defined as any 2D pixel in the interaction space. For
more details, see Sec. 4.2.1.

4.3 Discussion and Summary

This chapter discussed the use of AR modalities for modeling user data. The sections presented

in this chapter highlight the importance of understanding the relationship between these data and

the user’s state. Through the examination of the collected data, AR-based approaches show great

potential for accurately capturing user data and personalizing interactions in a range of contexts.

Overall, this chapter highlights the need for more research to better understand how to utilize AR

modalities for modeling user data and the relationship of this data to the user’s state.
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First the chapter addressed the gap in understanding how to personalize interactions in kines-

thetic (i.e., embodied) learning contexts in SAR tutoring. A multimodal measure of student kines-

thetic curiosity (KCS) was proposed that combines a student’s movement and curiosity measures

into a single, personalized measure. The study results indicate that the robot tutor was able to

successfully use KCS to personalize its action policy, positively affecting short-term KCS. How-

ever, no significant results were found for longer state changes for each student. The AR visual

programming language (M2C) created for this work has been made open-source. This study aims

to inform future online features and measures for AR HRIs, shedding light on the importance of

multimodal personalization measures in kinesthetic learning contexts.

Additionally, this research addresses the need to re-evaluate usability metrics for kinesthetic

AR environments in SAR tutoring. Gaze was found as a key usability metric in this context, but

not manipulation time or performance metrics. This contributes to a deeper understanding of how

to evaluate and improve the usability of kinesthetic AR robot tutoring environments.
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Chapter 5

View - Increasing SAR Social and Functional Expressivity of

View

This chapter discusses using AR to increase a socially assistive robot’s social and

functional expressivity of view. AR animations of appendages can enhance social ex-

pressivity, and improving existing functional designs can accommodate individual user

preferences. Design considerations for increasing both social and functional expres-

sivity are also discussed, taking into account contextual factors and trade-offs.

5.1 AR Arms to Increase Robot Social Expressivity

Contributors: Section 5.1 is based on Groechel et al. (2019). Additional authors of the pub-

lished work include Zhonghao Shi, Roxanna Pakkar, and Maja J. Matarić.

As described in Sec. 2.2, SAR have been shown to have positive impacts in a variety of do-

mains, from stroke rehabilitation (Matarić et al. 2007) to tutoring (Clabaugh et al. 2017). Such

robots typically have low expressivity due to physical, safety, and cost constraints. Expressivity in

HRI refers to the robot’s ability to use its modalities to non-verbally communicate the robot’s in-

tentions or its internal state (Charisi et al. 2019). Higher levels of expressiveness have been shown

to increase trust, disclosure, and companionship with a robot (Martelaro et al. 2016). Expressivity

can be conveyed with dynamic actuators (e.g., motors) as well as static ones (e.g., screens, LEDs)
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(Balit et al. 2018). HRI research into gesture has explored head and arm gestures, but many non-

humanoid robots partially or completely lack those features, resulting in low social expressivity

(Cha et al. 2018).

Social expressivity refers to expressions related to communication of affect or emotion. In

social and socially assistive robotics, social expressivity has been used for interactions such as

expressing the robot’s emotional state through human-like facial expressions (Chen et al. 2018;

Meghdari et al. 2016; Kkedzierski et al. 2013), gestures (Cha et al. 2018), and poses (Bretan et al.

2015). In contrast, functional expressivity refers to the robot’s ability to communicate its functional

capabilities (e.g., using turn signals to show driving direction). Research into robot expressiveness

has explored insights from animation, design, and cognitive psychology (Charisi et al. 2019).

Figure 5.1: This dissertation explored how AR robot extensions can enhance low-expressivity
robots by adding social gestures. Six AR gestures were developed: (A) facepalm, (B) cheer, (C)
shoulder shrug, (D) arm cross, (E) clap, and (F) wave dance.

The importance of expressivity and the mechanical, cost, and safety constraints of physical

robots call for exploring new modalities of expression, such as through the use of AR. As defined

in Sec. 3.1.3, AR refers to virtual objects projected onto the real world while respecting physical

reality and reacting to it.

Using virtual modalities for robots has led to the emerging field of VAM-HRI. VAM-HRI has

already had advances in the functional expression of a robot (Walker et al. 2018; Williams et

al. 2019b) but has not yet explored social expressiveness. Introducing such expressiveness into

VAM-HRI allows us to leverage the positive aspects of physical robots–embodiment and physical

49



affordances (Deng et al. 2019)–as well as the positive aspects of AR–overcoming cost, safety, and

physical constraints. As outlined in Sec. 1.3, this section aims to synergize the combined benefits

of the two fields by creating AR, socially expressive arms for low social expressivity robots (Fig.

5.1).

This section describes the design, implementation, and validation of AR arms for a low-

expressivity physical robot. A user study was conducted where participants completed AR mathe-

matics task with a robot. This new and exploratory work in VAM-HRI did not test specific hypothe-

ses; empirical data were collected and analyzed to inform future work. The results demonstrate a

higher degree of perceived robot emotion, helpfulness, and physical presence by users who experi-

enced the AR arms on the robot compared to those who did not. Participants who reported a higher

physical presence also reported higher measures of robot social presence, perceived ease of use,

usefulness, and had a more positive attitude toward using the robot with AR. The results from the

study also demonstrate consistent ratings of gesture valence and identification of gesture intent.

5.1.1 Technical Approach

To study AR arms, a mobile robot with very low expressivieness was chosen: the Mayfield

Robotics Kuri (Fig. 5.2), formerly a commercial product. Kuri is 50 cm tall, has 8 DoF (3 in

the base, 3 between the base and head, and 1 in each of the two eyelids), and is equipped with an

array of 4 microphones, dual speakers, lidar, chest light, and a camera behind the left eye. While

very well engineered, Kuri is an ideal platform for the exploration of VAM-HRI in general, and

AR gestures in particular, because of its lack of arms.

Figure 5.2: Keyframes for Kuri’s clapping animation.
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Implementation

The Microsoft Hololens ARHMD was used, which is equipped with a 30◦ x 17.5◦ field of view

(FOV), an IMU, a long-range depth sensor, an HD video camera, four microphones, and an ambient

light sensor. The AR extension prototypes were developed in Unity3D, a popular game engine. For

communication between Kuri and the Hololens, the open-source ROS# library was used (Bischoff

2018). The full arm and experiment implementation is open-source and available at https:

//github.com/interaction-lab/KuriAugmentedRealityArmsPublic.

A balanced set of positive gestures (a dancing cheer, a clap, and a wave-like dance) and negative

gestures (a facepalm, a shoulder shrug, and crossing the arms) were developed, as shown in Fig.

5.1. The Unity built-in interpolated keyframe animator was used to develop each gesture animation

and a simple inverse kinematic solver to speed up the development of each keyframe.

Gesture Design

In designing the virtual gestures for the robot, inspiration was taken from social constructs of

collaboration, such as pointing to indicate desire (Tomasello 2010), and emblems and metaphoric

gestures (McNeill 1992), such clapping to show approval. The inclusion of such gestures goes

beyond the current use of audio and dance feedback found in SAR systems (Leyzberg et al. 2012;

Clabaugh et al. 2017; Scassellati et al. 2018).

Work in HRI has explored Disney animation principles (Thomas et al. 1995), typically either

in simulation or with physically constrained robots (Takayama et al. 2011; Gielniak and Thomaz

2012; Ribeiro and Paiva 2012). This work explored a subset of Disney principles–squash and

stretch, exaggeration, and staging–in the context of AR arm gestures. Each principle was consid-

ered for its benefit over physical world constraints. Squash and stretch gives flexibility and life to

animations bringing life to robots that are rigid. Exaggeration has been shown to aid robot social

communication (Gielniak and Thomaz 2012). Staging was considered for its role in referencing

objects using arms to allow for joint attention.

The animated gestures were accompanied by physical body expressions to make the arms ap-

pear integrated with Kuri. For positive gestures, Kuri performed a built-in happy gesture (named
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“gotit”) that involved the robot’s head moving up and emitting a happy, rising tone. For nega-

tive gestures, Kuri performed a built-in sad gesture (named “sad”) that involved the robot’s head

moving down and being silent.

5.1.2 User Study

A single-session experiment consisting of two parts was conducted with approval by university

IRB (UP-16-00603). The first part was a two-condition between-subjects experiment to test the

AR arms. All participants wore the ARHMD and interacted with both physical and virtual objects

as part of a math puzzle game. The independent variable was whether participants had arms on

their Kuri robot (Experiment condition) or not (Control condition). Subjective measures included

perceived physical presence, social presence, ease of use, helpfulness, and usefulness from Heerink

et al. (2010), adapted for the AR robot. Task efficiency was objectively measured using comple-

tion time as is standard in VAM-HRI (Walker et al. 2018). After the first part of the experiment

was completed, a survey of 7-point Likert scale questions abd a semi-structured interview were

administered.

The second part of the experiment involved all participants in a single condition. The partic-

ipants were shown a video of each of the six AR arm gestures and asked to rate each gesture’s

valence on a decimal scale from very negative (-1.00) to very positive (+1.00), as in prior work

(Marmpena et al. 2018), and to describe verbally, in written form, what each gesture conveyed.

Part 1: AR Mathematics Puzzles

Participants wore the Hololens and were seated across from Kuri (Fig. 5.3) with a set of 20

colored physical blocks on the table in front of them. The blocks were numbered 1-9. The block

shapes were: cylinder, cube, cuboid, wide cuboid, and long cuboid. The block colors were: red,

green, blue, and yellow. The participants’ view from the Hololens can be seen in Fig. 5.4, with

labels for all objects pertinent to solving the mathematics puzzle. The view included cream-colored

blocks in the same variety of shapes, labeled with either a plus (+) or minus (-) sign. Participants
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were asked to solve an addition/subtraction equation based on information provided on the physical

and virtual blocks, and virtually input the numeric answer.

Figure 5.3: Participant wearing the Hololens across from Kuri (left). Two sides of a single physical
cuboid block (right).

Figure 5.4: View when clicking a virtual block. Kuri is displaying red on its chest and pointing to
the red sphere to indicate the virtual clicked block to the corresponding physical block color. From
left to right, the blocks read: 9, 1, 8, 4, 5.

Participants were shown anywhere from 1 to 8 cream-colored virtual blocks (B) for each

puzzle. To discover the hidden virtual block color, participants clicked on a virtual block (by

moving the Hololens cursor over it and pressing a hand-held clicker); in response, Kuri’s chest

LED (D) lit up in the hidden block color. In the Experiment condition, Kuri also used AR arms to

point to the virtual color indicator (E) of that color.

Once the color was so indicated, the participants selected a physical block (A) with the same

shape and color. The number displayed on the physical block was part of the math equation. The

+ or - on the virtual block indicated whether the number should be added or subtracted. Once

all virtual-to-physical correspondences for the blocks were found, participants added or subtracted

the numbers into a running sum (initialized at 0), calculated the final answer, and input it into the

virtual answer input (C).
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At the start of the session, participants were guided through the process in a scripted tutorial

(Fig. 5.4). They were told to click on the virtual cylinder on the far left. Once clicked, Kuri lit

up its chest LED in red and pointed at the red virtual ball-shaped color indicator. Participants then

grabbed the red cylinder with the number 9 on it. This process was repeated for all the blocks. The

resulting sum was: {(-9), (+1), (-8), (-4), (+5)} = -15; it was input into the virtual answer.

Kuri used social gestures in response to participants’ answers in both conditions. For a cor-

rect answer, Kuri performed the positive physical gesture (“gotit”); for an incorrect answer, Kuri

performed the negative physical gesture (“sad”).

In the Experiment condition, Kuri also used the positive and negative AR arm gestures (Fig.

5.1) synchronized with the positive and negative physical gesture, respectively. The physical and

AR gestures were combined, as opposed to using AR gestures only, based on feedback received

from a pilot study. Participants in the pilot study indicated that gestures with both the body and AR

arms (as opposed to AR arm gestures only) created a more integrated and natural robot appearance.

After the tutorial, participants attempted to solve a series of up to seven puzzles of increas-

ing difficulty within a time limit of 10 minutes. When participants successfully input the cor-

rect answer to a puzzle, they advanced to the next puzzle. If the time limit was exceeded or all

puzzles were completed, the system halted. Participants were then asked to do a survey and a

semi-structured interview described in Section 5.1.2.

Ensuring Gesture Presentation Consistency

The puzzle task was designed to mitigate inconsistencies across participants. The first mitiga-

tion method addressed gesture randomness and diversity. The Experiment condition used gestures

from the set of positive (PG = {cheer, clap, wave dance}) and negative (NG = {facepalm, shoulder

shrug, arm cross}) gestures. To preserve balance, the system first chose gestures randomly without

replacement for each set, thereby guaranteeing that each gesture was shown, assuming at least 3

correct and 3 incorrect answers. Once all gestures from a group were shown, the gestures were

chosen randomly, with replacement. The Control condition did not require methods for ensuring
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gesture diversity since Kuri used a single way of communicating correct answers and incorrect

answers.

Steps were also taken to avoid only positive gestures being shown for users who had all correct

answers. First, all participants were shown an incorrect answer and gesture during the tutorial.

Second, some puzzles had a single physical block with two numbers on it (Fig. 5.3). In those

cases, participants were told that the puzzle could have two answers. If their first answer was

incorrect, they were told to turn the block over and use the number on the other side. Puzzles 3-7

all had this feature. Regardless of the participant’s initial guess for these puzzles, they were told

told they were incorrect and then shown a negative gesture. If the initial guess was one of the two

possible answers, it was removed from the possible answers. After the initial guess, guesses were

said to be correct if they were in the remaining set of correct answers. This consistency method

ensured that each participant saw all of the negative gestures.

Part 2: Gesture Annotation

All participants were shown a video of Kuri using the arm gestures, as seen in Fig. 5.1 and

can be found at https://youtu.be/Ff08E9hvvYM. The video was recorded through the

Hololens camera, giving the same view as seen by participants in the Experiment condition of

the math puzzles. After the participants watched all gestures once, they were given the ability to

rewind and re-watch gestures as they responded to a survey. The gesture order of presentation was

initially randomly generated and then presented in that same order to all participants. In total, the

second part of the experiment took 5-10 minutes.

Measures and Analysis

A combination of objective and subjective measures was used to characterize the difference

between the conditions.

Task Efficiency was defined as the total time taken to complete each puzzle. Users that did

not complete all puzzles within the 10 minute time limit were noted. The post-study 7-point

Likert scale questions used 4 subjective measures, adapted from Heerink et al. (2010) to evaluate

the use of ARHMD with Kuri. The measures were: Total Social Presence, Attitude Towards
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Technology, Perceived Ease of Use, and Perceived Usefulness. Total Social Presence measured

the extent the robot was perceived as a social being (10 items, Cronbach’s α = .89). Attitude

Towards Technology measured how good or interesting the idea of using AR with the robot was

(3 items, Cronbach’s α = .97). Perceived Ease of Use measured how easy the robot with AR was

to use (5 items, Cronbach’s α = .73). Perceived Usefulness measured how useful or helpful the

robot with AR seemed (3 items, Cronbach’s α = .81).

Participants rated the robot’s physical (0.00) to virtual (1.00) teammate presence to a granular-

ity of two decimal points (e.g., 0.34) and were able to see and check the exact value they input. This

measure was used to gauge where Kuri was perceived as a teammate on the Miligram virtuality

continuum (Milgram et al. 1995b).

Qualitative coding was performed on the responses to the post-study semi-structured inter-

views, to assess how emotional and helpful Kuri seemed to the participants. Participants from the

Experiment condition were also asked how “attached” the arms felt on Kuri; this question was

coded for only those participants (Table 5.1). To construct codes and counts, one research assistant

coded for: “How emotional was Kuri?” and “How helpful was Kuri?” without looking at the data

from the Experiment condition. Another assistant coded for: “Do the arms seem to be a part of

Kuri?” for participants in the Experiment condition. Codes were constructed by reading through

interview transcripts and finding ordinal themes. Example quotes for each code are shown in Table

5.1.

For the gesture annotation, a similar approach to Marmpena et al. (2018) was used: users

annotated each robot gesture on a slider from very negative (-1.00) to very positive (+1.00), in order

to measure valence. The slider granularity was to two decimal points (e.g. -0.73) and participants

were able to see the precise decimal value they selected.

To test annotator repeatability and ability to distinguish gestures, an inter-rater reliability test

was conducted. This was used to measure the repeatability of choosing a single person from a

generalized population to rate each gesture. To measure inter-rater reliability, intraclass correlation

was used with a 2-way random effect model for a single participant against all participants (referred
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to as “Raters”) among the six gestures (referred to as “Subjects”) to find a measure for absolute

agreement among participants. Eq. 5.1 was used where k denotes the number of repeated samples,

MSR is the mean square for rows, MSE is the mean square error, MSC is the mean square for

columns, and n is the number of items tested (Koo and Li 2016). Analysis consisted of using k

= 1 as this evaluates the reliability of agreement when choosing a single rater to rate the gestures

against all other raters. The icc function was used from the irr package of R (v3.6.0, https:

//cran.r-project.org/) with parameters “twoway”, “agreement”, “single”. According to

Koo et. al (Koo and Li 2016), poor values < 0.5, moderate values < 0.7, good values < 0.9, and

excellent values ≥ 0.9.

ICC(2,k) =
MSR −MSE

MSR +
MSC−MSE

n

(5.1)

Each gesture also had an open-ended text box where users were asked: “Please describe what

you believe gesture X conveys to you” where ‘X’ referred to the gesture number. These textual data

were later coded by a research assistant (Table 5.2). Codes were constructed as the most common

and relevant words for each gesture. Example quotes for each code are also included in Table 5.2.

Participants

A total of 34 participants were recruited and randomly assigned to one of two groups: Control

(5F, 12M) and Experimental (8F, 9M). Participants were University of Southern California students

with an age range of 18-28 (M = 22.3,SD = 2.5).

5.1.3 Results and Analysis

Arms Vs. No Arms Condition

For the math puzzles, the performance metric was analyzed but saw no statistically significant

effect between conditions. An independent-samples t-test was conducted to compare Task Effi-

ciency between the two experiment conditions. There was not significant difference in scores for
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arms (M = 83.0,SD = 33.0) and no arms (M = 77.8,SD = 23.7) conditions (t(16), p = .54). There

were an equal number of participants (6) in each group who timed out at 10 minutes.

Figure 5.5: No statistical significance found for subjective measures. Boxes indicate 25% (Bot),
50% (Mid), and 75% (Top) percentiles. Notches indicate the 95% confidence interval about the
median calculated with bootstrapping 1,000 particles (Efron and Tibshirani 1986). Thus notches
can extend over the percentiles and give a “flipped” appearance (e.g., {Attitude, NoArms}).

Figure 5.6: Stacked histogram with clustering to the left and right of 0.5 rating showing the distri-
bution of virtual to phsyical teammate perception.
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Figure 5.7: Participants in the Experiment condition were more likely to rate the AR robot as
physical as opposed to virtual.

No significant effect among each metric was observed, as seen in Fig. 5.5. Mann-Whitney

tests indicated no significant increases in Total Social Presence between arms (Mdn = 4.7) and

no arms (Mdn = 4.0) conditions (U = 115.5, p = .16), Attitude Towards Technology between

arms (Mdn = 6.0) and no arms (Mdn = 6.0) conditions (U = 117.5, p = .18), Perceived Ease of

Use between arms (Mdn = 5.6) and no arms (Mdn = 5.6) conditions (U = 117.0, p = .17), and

Perceived Usefulness between arms (Mdn = 5.33) and no arms (Mdn = 5.0) conditions (U =

138.0, p = .41). Qualitative coding for interviews can be found in Table 5.1. An explanation of the

qualitative coding used for the interviews is found in Section 5.1.2.

Most participants answered towards the ends of the physical-to-virtual teammate scale, with

very few near the middle (Fig. 5.6). Consequently, the participants were divided into two groups:

“Physical Teammate” (ratings ≤ 0.5, n = 13) and “Virtual Teammate” (ratings > 0.5, n = 21)

(Fig. 5.7) and performed a Chi-Square Independence test. A significant interaction was found

(χ2(1), p = .002). Participants in the Experiment condition, who experienced the arms, were more

likely (64.7%) to rate Kuri as a physical teammate than participants in the Control condition,

who did not experience the arms (11.8%). Next, post-hoc analyses were performed on subjective

measures with the physical and virtual teammate binned groups.
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Figure 5.8: Significant increases for the first 3 measures with a marginally significant increase for
measure 4. See Fig. 5.5 for notch box-plot explanation.

Physical Vs. Virtual Teammate

Survey data were analyzed with regard to the two bins and saw significant effects among met-

rics (Fig. 5.8). Mann-Whitney tests indicated a significant increase in Total Social Presence

between physical (Mdn = 4.8) and virtual (Mdn = 3.9) groups (U = 86.5, p = .04,η2 = .092),

Attitude Towards Technology between physical (Mdn = 6.7) and virtual (Mdn = 5.7) groups

(U = 73.0, p = .01,η2 = .149), and Perceived Ease of Use between physical (Mdn = 6.0) and

virtual (Mdn = 5.4) groups (U = 79.0, p = .02,η2 = .122). Marginal significant increase was

found for Perceived Usefulness between physical (Mdn = 5.3) and virtual (Mdn = 5.0) groups

(U = 93.5, p = .07,η2 = .068).

Gesture Validation

The data from gesture annotation were analyzed in order to validate participants’ ability to

distinguish the valence of gestures and consistency in interpreting gestures. As seen in Fig. 5.9 and

Table 5.3, participants could distinguish the valence (negativity to positivity) of the gestures. The

two-way, agreement intraclass correlation for a single rater, described in Section 5.1.2, resulted
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Table 5.1: Qualitative Interview Coding

Code
No

Arms
Arms Quote

Not Emotional 7 5 “I didn’t feel any emotion from the robot”
Close to Emo-
tional

9 7
“Like not so emotional because the task was not based on
the emotion”

Emotional 1 4
“It can talk and tell different emotions when I answer ques-
tions differently”

Very Emo-
tional

0 1
“When it went like *crosses arms* it was like ‘come on
you’re not helping me here.’ And when her *acts out cheer-
ing*, yeah I would say very”

Not Helpful 6 2 “No”
Somewhat
Helpful

2 3 “Sort of, yeah”

Helpful 9 12
“I like the way it had the visual feedback when I get right
or wrong, and I just feel like it could reinforce it.”

Are Arms a
Part of Kuri?

-
Arms
Count

Quote

No - 2 “They seemed pretty detached”
Somewhat - 4 “When it was pointing things it did seem like it a little bit”
Mostly - 3 “I would say 60 percent”, “8/10”
Yes - 8 “What gave me the most information was her arms”

Table 5.2: Gesture Description Qualitative Code Counts

Gesture Code : Count Example Quote
G1:
Facepalm

Disappointment :10, Frustra-
tion: 4, Facepalm: 3

“Facepalm, the robot is frustrated/disappointed”

G2: Cheer
Happy: 8, Celebration: 7,
Cheer: 6

“That you got the answer correct and the robot
is cheering you on”

G3: Shrug
Don’t Know Answer: 11,
Shrug: 5, Confuse: 4

“Shrugging, he doesn’t know what the person is
doing or is disappointed in the false guess”

G4: Arm
Cross

Angry: 8, Disappointment: 7,
Arm Cross: 4

“Crossing arms. ‘Really??’ mild exasperation
or judgment.”

G5: Clap
Happy: 13, Clapping: 7, Ex-
cited: 4

“It’s a very happy, innocent clap. I like the way
its eyes squint, gives it a real feeling of joy.”

G6: Wave
Dance

Happy: 11, Celebrate: 4,
Good Job: 4

“Celebration dance, good job!”

in a score ICC(A,1) = 0.77 with 95% confidence interval 0.55-0.95, and F(5,190) = 125, p <

0.001, which constitutes moderate to good reliability. Qualitative data are summarized in Table

5.2. Explanation for coding these data can be found in Section 5.1.2.
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Table 5.3: Valence Rating Percentiles by Gesture.

P% G1 G2 G3 G4 G5 G6
P25 -0.85 0.72 -0.59 -0.87 0.64 0.55
P50 -0.69 0.88 -0.30 -0.58 0.84 0.76
P75 -0.41 1.00 -0.09 -0.36 1.00 1.00

5.2 Multidimensional Analysis of Functional AR Robot

Capability Visualizations

Contributors: Section 5.2 is based on Groechel et al. (2022b) written with co-first authors

Allison O’Connell and Massimiliano Nigro. Maja J. Matarić is also an author of the published

work.

Whether it is a young student interacting with a SAR tutor in school or a trained roboticist

debugging a system being created, the ability for a user to accurately estimate a robot’s capabilities

is critical for effective HRI. Within HRI research, perceived robot capability is defined as a user’s

perception of the robot’s true capabilities (Cha et al. 2015). Under- and over-perception refer

to a mismatch between the user’s perceptions about the robot and the robot’s true capabilities.

Figure 5.9: Distribution on ability to differentiate gesture valence.
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Over-perception occurs when a user expects the robot to do something it is not capable of, while

under-perception occurs when the user misses an interaction capability the robot possesses.

Visualizing robot capabilities as explicitly as possible aids capability signalling. Widely used

software such as RViz (Hershberger et al. 2015) displays robot sensors (e.g., cameras) and reason-

ing capabilities (e.g., mapping and navigation waypoints).

Figure 5.10: Combinations of Virtual Design Elements (VDEs) for navigation visualization (left)
and LiDAR visualization (right). Details of each signal design are found in Sec. 5.2.1.

Many of these VAM-HRI signal designs, however, either explore a distinct set of visualizations

(e.g., (Walker et al. 2018)) or only pose a single signal design for comparison against a non-VAM

interface (e.g., RViz). To address these shortcomings, a set of salient Virtual Design Elements

(VDEs (Walker et al. 2022)) were created for a set of core robot capabilities: navigation, light

detection and ranging (LiDAR), camera, face detection, audio localization, and natural lan-

guage processing (NLU). Two independent VDEs were created for each capability and validated

the pairwise designs on Amazon Mechanical Turk (AMT) in a video-based study (n=150). AMT is

a standard tool used in VAM-HRI research for initial signal design studies (Groechel et al. 2022a).

Four videos of each signal displaying all combinations of the independent VDEs were shown to

participants and evaluated for clarity and visual appeal. The results determine the clearest and most

visually appealing design choices while also highlighting possible interaction effects of intra-signal

VDEs.
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5.2.1 Technical Approach

To create each signal’s Virtual Design Element (VDE, (Walker et al. 2022)), inspiration was taken

from prior visualization research and existing visualization software (e.g., RViz (Hershberger et

al. 2015)). The Unity 3D game engine v2021.2.7f1 was used to create the visualizations for this

work and have made them open-source and available at https://github.com/interac

tion-lab/NRI-SVTE. A video of all signal VDE combinations can be found at https:

//youtu.be/Xw2_kHyN-xA.

Navigation

Visualizations were created for the robot’s ability to plan and execute paths in the environment.

(a) Robot Outline + Trail (b) Arrow + No Trail

Figure 5.11: Navigation visualizations.

Robot Outlines / Arrows: Two different sets of navigation waypoints were designed: ghost

robot outlines and arrows. The ghost robot outlines, inspired by (LeMasurier et al. 2022), place

semi-transparent robots at each waypoint, oriented in the goal direction of the waypoint. The

outlines were scaled down so as to reduce visual clutter and allow the robot to fully cover the

outline. The 3D arrows were inspired by RViz (Hershberger et al. 2015). The differences between

the two were expected to be in the salience of direction (arrows > outline), environment occlusion

(arrow > outline), and visual appeal (outline > arrow). Trail / No Trail: For a sense of momentum

and direction, a trail was added to the visualization, but it occludes some of the environment.

LiDAR

Visualizations were created of the robot’s ability to use LiDAR sensors to detect nearby objects.
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(a) Lines + No Pulse (b) Points + Pulse

Figure 5.12: LiDAR visualizations.

Lines / Points: The robot measures the distance to objects in the environment with a 180 Li-

DAR sensors spaced 1◦ apart. 3D lines and points were used to indicate the distance returned

by each of the sensors. The lines (see Fig. 5.12a) occupied the same position as the laser beam

emitted by each sensor and were displayed as opaque and colored, with a gradient from dark blue

at the source to white at the maximum distance measurable by the sensor. The points, inspired by

RViz (Hershberger et al. 2015), were opaque 3D spheres. The color of each sphere was modulated

to indicate the distance from the robot according to the same gradient scale used on the lines. The

expected differences were in the salience of distance from the robot (lines > points), indication of

lasers (lines > points), environment occlusion (points > lines) and visual appeal (lines > points).

Pulse / No Pulse: In order to give the impression that the sensors emitted lasers to measure dis-

tance, fixed length white lines were visualized emitting at a fixed interval from each sensor. The

lines occluded part of the environment and do not continue to align with the sensors as the robot

moves, visible in Fig. 5.12b.

Camera

Visualizations were created of the robot’s ability to to collect visual information through a

camera located in its left eye.

In-Scene / HUD: Input from the robot’s camera was visualized in one of two locations de-

pending on the condition. In the in-scene condition, the input was visible in a square window that

hovered above the robot (see Fig. 5.13b). As the video rotated around the robot to show the scene
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(a) HUD + No Pyramid (b) In-Scene + Pyramid

Figure 5.13: Camera visualizations.

from multiple viewpoints, the window rotated to always face the participant. In the HUD (heads-

up display) condition, the input was visible in a fixed square on the screen. In both conditions, a

grey frame was placed around the window to increase salience. These visualizations were inspired

by the difference in “User-anchored” and “Robot-anchored“ MR design elements (Groechel et al.

2022a; Walker et al. 2022). Pyramid / No Pyramid: A 3D translucent pyramid (see Fig. 5.13b)

visualized the portion of the scene that was visible to the robot’s camera, inspired by camera depic-

tions in game engines. The pyramid was fixed to the robot’s eye containing the camera and rotated

with the robot’s head to correspond with the camera input at all points in the video. The expected

differences were in the salience of the portion of the environment visible to the robot (pyramid >

no pyramid), environment occlusion (no pyramid > pyramid), and how appealing it is to look at

(pyramid > no pyramid).

Face Detection

Visualizations were created of the robot’s ability to detect faces from its camera input.

Box / Face Mesh: Two different sets of face markers were designed: green boxes and triangle

meshes. The boxes (see Fig. 5.14a), inspired by OpenCV (Bradski and Kaehler 2008) face detec-

tion software, were green square boxes fixed around the faces of each person in the robot’s camera’s

field of view. Translucent triangle meshes, inspired by face detection software such as Google’s

MediaPipe (Lugaresi et al. 2019), were placed on each character model in the same way as the

boxes. Both face markers were sized to fit each character model and rotated with the robot’s head

to remain oriented toward the robot’s camera. In-Scene / Not In-Scene: The boxes and meshes
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(a) Box + In-Scene (b) Mesh + Not In-Scene

Figure 5.14: Face detection visualizations.

were always visible in the camera input on the HUD. However, in the in-scene condition, the face

markers were also visualized as objects fixed to the faces of the people in the scene. In the not

in-scene condition, the markers were only visible in the HUD window but not in the environment.

The expected differences were in the salience of faces (in-scene > not in-scene) and envi-

ronment occlusion (in-scene > not in-scene), inspired by the difference in “User-anchored” and

“Environment-anchored“ MR design elements (Groechel et al. 2022a; Walker et al. 2022).

Audio Localization

Visualizations were created of the robot’s ability to to estimate the positions of sources sound

in the environment.

(a) Cones + Small (b) Spheres + Large

Figure 5.15: Audio localization visualizations.

Spheres / Cones: 3D objects of two distinct shapes (spheres, cones) were overlayed around

the robot and increased in size and color gradient in relation to the loudness input received from
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the directional microphones. If no sound was perceived, the objects remained hidden. The cones

and the spheres were inspired by (Kataoka et al. n.d.) and (Kose et al. 2018; Lopez-Rincon and

Starostenko 2019), respectively. Small / Large: Small/Large visualizations differed by how much

the 3D objects were increasing in size with respect to the microphone input. This characteristic

explored the trade-off between robot visibility and visual indication of loudness.

Natural Language Understanding (NLU)

Visualizations were created of the robot’s ability to to analyze spoken language and make

predictions about the user’s meaning. The main elements of the visualizations were:

• A speech bubble containing the speech understood by the robot in real time, with keyword

highlighting (Ashktorab et al. 2019) as soon as the intents were extracted by NLU;

• A horizontal bar diagram, indicating the confidence for each intent understood in the sen-

tence;

• Graphical elements (e.g., labels, curly brace) providing additional contextual information

about the elements in the visualization.

(a) 2D + Sparse (b) 3D + Cluttered

Figure 5.16: NLU visualizations.

Cluttered / Sparse: The effect of the decluttering principle (Ajani et al. 2021) on the visual-

ization was explored. The cluttered version presented all the graphical elements, providing more

information to the user but cluttering the visualization. The sparse version removed the graphical

elements and provided less information about the relationship between the elements in the visual-

ization. 3D / 2D: In the 3D/2D versions, the bar chart was displayed in its 3D or its 2D version.
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5.2.2 User Study

To increase reproducibility, the study methods are also included in the open-source repository wiki

https://github.com/interaction-lab/NRI-SVTE/wiki.

Participants

Participants were recruited through AMT. To determine the study size, (VanVoorhis, Morgan,

et al. 2007) was followed: 50+8∗m where m is the number of independent variables (2 for each

of the 6 signals, thus m = 12), resulting in 50+8∗12 = 146 participants. Four more participants

were added in the case of incomplete data.

Inclusion criteria for the study were:

• At least 18 years of age;

• In the United States or US Minor Outlying Islands;

• Number of AMT HITs approved > 1000;

• AMT HIT approval rate ≥ 99%.

The 150 participants who completed the survey identified in open-ended questions as: Gender

Identity – Cis Woman : 1, Female: 52, Male: 95, and left blank: 2; Race – African American : 3,

American : 1, Asian : 8, Black : 9, Caucasian : 13, European : 1, Hispanic : 3, Latina : 1, Middle

Eastern : 1, Native American : 1, White : 101, and left blank : 8; Age – Mdn : 35, X̄ : 37.22, σ :

9.74, and Range(20,71).

Procedure and Measures

This study was approved by the University’s Institutional Review Board (IRB #UP-20-00030).

Each participant first consented to the study, confirmed that their audio worked, and filled out

a set of demographic questions. A within-subjects study design was used in which participants

were shown four ten-second videos displaying each combination of conditions for the six signal

visualizations described in Sec. 5.2.1. Both the signal set order and the order of videos within each
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signal set were randomized, with the exception that the camera visualization was always shown

immediately before the face detection visualization, as the latter depended on the former.

Quantitative and qualitative data were collected to measure the participants’ opinions of the

visualizations and their understanding of the robot based on the videos (found at https://yo

utu.be/Xw2_kHyN-xA), shown from the perspective of someone wearing an AR headset. The

camera moved to different points of view as the robot moved to demonstrate a capability. Camera

views were replicated exactly within each signal across conditions.

Quantitative Data: Participants were not told what capability of the robot was visualized in

the videos when they first watched them. For each video, they rated the clarity and visual appeal via

two 7-point Likert items (“The video shows the capability in a clear way”, “The video is visually

appealing”) from “Strongly Disagree” to “Strongly Agree.” The items were adapted from (Svalina

et al. 2021) and (Amini et al. 2018), respectively.

Qualitative Data: After watching and rating the four videos, participants were asked the

following three open-ended questions: ”What did you like about the visualizations you scored

higher?” ”What did you dislike about the visualizations you scored lower?” and ”What capability

of the robot do you think is visualized in the videos above?”. Once they had answered these three

questions, the signal name and a short paragraph describing the signal (similar to those found in

Sec. 5.2.1) were revealed to the participant. They were then asked one additional open-ended

question, ”How could the visualizations above be improved to better illustrate the robot’s ability to

perform [signal name]?”

Participants were required to watch all four videos and answer all questions about them before

moving on to the next signal. The process was repeated until all six signal sets were completed.

Upon completion, each participant received an Amazon gift card worth US$6.25.

Analysis

Both quantitative and qualitative analyses were performed. Survey data were treated as ordinal

non-parametric tests were used (Schrum et al. 2020). To compare signal clarity and visual appeal,

Wilcoxon signed-rank tests were used with Holm’s corrected p values (Abdi 2010) and α levels
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<.05*, <.1**, and <.001***. The brute force common language effect size (CLES) proposed by

Vargha and Delaney (2000) was calculated; mean and standard deviation calculations are not ap-

propriate for ordinal data (Schrum et al. 2020). CLES is the proportion of paired samples (sG0,sG1)

where sG0 is higher than sG1. To confirm the signals portrayed the intended capability, open re-

sponse question “What does this visualization portray?” was annoted for with the criteria set in

Sec. 5.2.1. For qualitative analysis, all participant open-ended answers were read marking down

themes and associated quotes to each theme. All 150 participants were included in the analysis

given the strict criteria described in Sec. 5.2.2.

5.2.3 Results and Analysis

Navigation

Quantitative Analysis

Survey results for Wilcoxon signed-rank test are given in Table 5.4. A total of 102 participants

(68%) correctly identified the robot’s navigation capability.

Table 5.4: Navigation results sorted by pcor.

Combination CLES pcor

Clarity

RobotOutline + Trail / Arrow + No Trail 0.614 <.001***
RobotOutline + No Trail / Arrow + No Trail 0.589 <.001***
RobotOutline + Trail / Arrow + Trail 0.568 .015*
Arrow + Trail / Arrow + No Trail 0.549 .312
RobotOutline + No Trail / Arrow + Trail 0.543 .449
RobotOutline + Trail / RobotOutline + No Trail 0.526 .58

Visual Appeal

RobotOutline + No Trail / Arrow + No Trail 0.589 .001**
RobotOutline + Trail / Arrow + No Trail 0.598 .003**
RobotOutline + Trail / Arrow + Trail 0.565 .178
RobotOutline + No Trail / Arrow + Trail 0.555 .25
Arrow + Trail / Arrow + No Trail 0.538 .427
RobotOutline + Trail / RobotOutline + No Trail 0.51 .999
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Qualitative Analysis

Likes/Dislikes– Participants reported liking the arrows for their simplicity, clarity of direction,

and lack of clutter, reporting the opposite for the robot outlines. Alternatively, other participants

enjoyed the robot outlines citing them as more clear and visually “exciting” or “cool”, reporting

the arrows as “boring”. A similar trend emerged for robot trails where participants liked the clarity

of the trail (e.g., P12: “I like the trial in which it left behind to show where it was coming from

and how it was moving with the way points”) while those opposed disliked the clutter (e.g., P67:

“I didn’t like the blue line that followed him showing him actually doing it. It was overkill”).

Suggested improvements– A common theme of dynamic objects and colors were suggested

(e.g., P12 : “as the robot goes through the path, the way point that the robot travel should fade

or change colors”). Another suggested theme were requests for indication of robot planning (e.g.,

P96: “Before the robot moves, there should be a small thought bubble with a travel plan”) as well

as a map (e.g., P100: “Show a map”).

Other unique factors– Participants described the visualization videos as “smoother” than others

(e.g., P1: “[It was] less busy and the camera less nauseating”). Participants also reported confusion

as to why the robot did not follow the straight line path (e.g., P138: “Why did it ‘walk’ in a rounded

fashion when the lines were straight?”).

LiDAR

Quantitative Analysis

Survey results for Wilcoxon signed-rank test are shown in Table 5.5. A total of 62 participants

(≈ 41.3%) correctly identified the robot’s LiDAR capability.

Qualitative Analysis

Likes/Dislikes– Rather than commenting on the individual points or lines for each sensor, par-

ticipants emphasized the overall shape they formed when combined. For example, participants

perceived the points as forming a ”line” to denote the boundary around the area that the robot

could sense, whereas they described the lines as forming a ”cone” or ”fan” around the front of the

robot. Some preferred the points because they left the area around the robot visible (e.g., P131:
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Table 5.5: LiDAR results sorted by pcor.

Combination CLES pcor

Clarity

Line + No Pulse / Point + No Pulse 0.658 <.001***
Point + Pulse / Point + No Pulse 0.598 <.001***
Line + No Pulse / Line + Pulse 0.586 <.001***
Line + No Pulse / Point + Pulse 0.56 .036*
Line + Pulse / Point + No Pulse 0.563 .098
Point + Pulse / Line + Pulse 0.528 .422

Visual Appeal

Line + No Pulse / Line + Pulse 0.662 <.001***
Line + No Pulse / Point + Pulse 0.622 <.001***
Point + No Pulse / Line + Pulse 0.595 <.001***
Line + No Pulse / Point + No Pulse 0.584 .003**
Point + No Pulse / Point + Pulse 0.55 .064
Point + Pulse / Line + Pulse 0.541 .134

“The outline of the sensor area was clean and simple”) while others found the points too simplistic

to convey the relevant information (e.g., P73: “Just having a line is confusing and doesn’t really tell

you much.”). Participants described the pulsing videos as ”confusing,” ”laggy,” and ”glitchy” (e.g.,

P144: “It looks like a glitch, as if the robot is creating ice or something when it scoots along.”)

although some understood the pulsing to be a more accurate representation of how the data are

collected.

Suggested improvements– Participants suggested somehow indicating the objects that had been

detected (e.g., P119 : “When approaching an object, the object should be shown in red for clarifi-

cation.”). Another theme among the suggestions was some indication of the laser light returning to

the robot after reflecting off of an object (e.g., P51: “Maybe if the line bounced back like a radar”).

Other unique factors– Participants suggested that these visualizations could be enhanced by

including more textual information about what the robot is doing (e.g., P60: “Maybe include some

sample distances that were sensed for the viewer to see more clearly what is going (for those

numerically inclined individuals)”).
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Camera

Quantitative Analysis

Survey results for Wilcoxon signed-rank test are shown in Table 5.6. A total of 85 participants

(≈ 56.7%) correctly identified the camera capability.

Table 5.6: Camera results sorted by pcor.

Combination CLES pcor

Clarity

Pyramid + HUD / No Pyramid + InScene 0.735 <.001***
Pyramid + HUD / No Pyramid + HUD 0.704 <.001***
Pyramid + InScene / No Pyramid + InScene 0.71 <.001***
Pyramid + InScene / No Pyramid + HUD 0.679 <.001***
No Pyramid + HUD / No Pyramid + InScene 0.54 .22
Pyramid + HUD / Pyramid + InScene 0.517 .999

Visual Appeal

Pyramid + InScene / No Pyramid + InScene 0.621 <.001***
Pyramid + HUD / No Pyramid + InScene 0.608 <.001***
Pyramid + InScene / No Pyramid + HUD 0.597 .002**
Pyramid + HUD / No Pyramid + HUD 0.583 .005**
No Pyramid + HUD / No Pyramid + InScene 0.529 .999
Pyramid + InScene / Pyramid + HUD 0.518 .999

Qualitative Analysis

Likes/Dislikes– Participants reported finding the pyramid helpful and correctly interpreted it as

the portion of the scene visible to the robot (e.g., P90: “I liked that the visualization is able to show

the field of vision for the robot and gave us a view of what the robot is seeing without blocking

our vision.”). Participants disliked that the pyramid distorted or obstructed the scene (e.g., P72:

“I didn’t like the way the colors muted when showing the boundaries.” P56: “The extra visual

goodies kind of got in the way”).

Participants preferences for the HUD or in-scene placement of the camera input were often

related to the relative size of the displays. They found that the larger HUD display was easier to

see (e.g., P51: “I liked that the inset picture was big enough to see well”) but also obstructed the

scene. They found the smaller in-scene window harder to see but less intrusive (e.g., P84: “I found
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the smaller window showing the family less intrusive”), although some still found the in-scene

placement obstructive and misleading (e.g., P12: “The robots perspective being above its head felt

like it blocked out the people, as well made it look like the robot was thinking of something”).

Suggested improvements– Participants suggested several ways to make the pyramid less intru-

sive in the scene without decreasing the salience of the visualization. They involved finding other

ways to maintain the outline of the camera frame without distorting the scene with the translucent

material (e.g., P59: “Instead of having the lens view be transparent have it just show an outline or

bounding box”, P72: “May a border line where the boundaries would be, but keep the colors and

visuals not as distorted”).

Other unique factors– As observed in the other signals, participants assumed the robot could

perform functions beyond what the real robot was capable of, and suggested the visualization could

better indicate what the robot is not doing in addition to what it is. In this example, participants

were unsure if the robot was merely ”seeing” the people in real time, or if the robot was taking

pictures or recording videos of the people pictured (e.g., P120: “I think that placing a small red

light bulb that turns on when the robot is recording or capturing images”).

Face Detection

Quantitative Analysis

Survey results for Wilcoxon signed-rank test are in Table 5.7. A total of 109 participants

(≈ 72.7%) correctly identified the robot’s face detection capability.

Qualitative

Likes/Dislikes– Participants overwhelmingly viewed visualizations with green boxes around

faces more favorably than those featuring triangle face meshes. Commonly cited reasons included

visual salience (e.g., P51: “The green boxes on the faces are easy to see”), and more obvious

meaning (e.g., P63: “The screen mapping of the face structure wasn’t very clear and was a bit

creepy”). The face meshes were often associated with mistrust of the robot, although both markers

were described by some participants as unsettling (e.g.,P15: “I didn’t like the green boxes around
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Table 5.7: Face detection results sorted by pcor.

Combination CLES pcor

Clarity

Box + InScene / Mesh + InScene 0.756 <.001***
Box + InScene / Mesh + Not InScene 0.747 <.001***
Box + Not InScene / Mesh + InScene 0.738 <.001***
Box + Not InScene / Mesh + Not InScene 0.729 <.001***
Box + InScene / Box + Not InScene 0.524 .935
Mesh + Not InScene / Mesh + InScene 0.51 .999

Visual Appeal

Box + Not InScene / Mesh + InScene 0.614 <.001***
Box + Not InScene / Mesh + Not InScene 0.585 .002**
Box + InScene / Mesh + InScene 0.584 .039*
Box + InScene / Mesh + Not InScene 0.558 .319
Box + Not InScene / Box + InScene 0.519 .999
Mesh + Not InScene / Mesh + InScene 0.529 .999

the heads. It felt like they were a target”, P134: “The crosshairs on the faces wasn’t necessary and

looked weird and technologically scary”).

Participants who preferred having the markers in the scene in addition to on the HUD re-

ported it as a more obvious indication of what the robot was doing (e.g., P14: “I liked the green

boxes on both the floating frame and the actual scene, as it was a good way to reference exactly

what the robot was seeing and interpreting”), while others found the in-scene markers unnecessary

(e.g.,P56: “It was clear what the robot was doing, without the green frames getting in the way in

the main physical scene”).

Suggested improvements– Participants suggested changing the visualizations to indicate that

the robot could differentiate between people, by numbering the boxes, using different colored

boxes for the different faces, or labeling the boxes with the names if the robot recognizes specific

individuals. These suggestions are evidence of a larger trend of participants seeking to clarify the

extent of the robot’s capabilities through the visualizations (e.g., can the robot recognize human

faces, or simply detect them?).

76



Other unique factors– Participants had mixed suggestions on what color the box should be. For

some, the green boxes were familiar and recognizable, while others found the green ”creepy” and

suggested using a more neutral color.

Audio Localization

Quantitative Analysis

Survey results for Wilcoxon signed-rank test are shown in Table 5.8. A total of 58 participants

(≈ 58.7%) correctly identified the robot’s audio localization capability.

Table 5.8: Audio localization results sorted by pcor.

Combination CLES pcor

Clarity

Sphere + Small / Sphere + Large 0.523 .191
Cone + Large / Sphere + Large 0.532 .468
Cone + Large / Cone + Small 0.513 .999
Cone + Large / Sphere + Small 0.51 .999
Cone + Small / Sphere + Large 0.519 .999
Sphere + Small / Cone + Small 0.502 .999

Visual Appeal

Cone + Large / Sphere + Large 0.554 .009**
Cone + Large / Sphere + Small 0.544 .219
Cone + Small / Sphere + Large 0.536 .338
Cone + Large / Cone + Small 0.52 .999
Cone + Small / Sphere + Small 0.524 .999
Sphere + Small / Sphere + Large 0.512 .999

Qualitative Likes/Dislikes– Participants who preferred the cones described them as cleaner

(e.g., P81: “I liked the smaller circles visuals more because it looked cleaner”) and less obstructive

than the spheres (e.g.,P101: “The bubbles were too large and surrounded the robot”). Participants

who preferred the spheres found them more salient (e.g., P64: “The bigger bubble made it clear

where the robot was perceiving the noise from,”). Participants varied widely in their interpretations

of the shapes, referring to the cones as ”dots” and ”arrows” and the to the spheres as ”bubbles” or

a ”ring” formed around the robot as they overlapped. In some cases, these impressions contributed

to the participants’ interpretations of the visualizations (e.g., P43 interpreted the cones as arrows
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and expected them to point at the source of the audio: “I didn’t find the arrows very helpful as it

did not accurately point to the source”).

Suggested improvements– The most common suggestions included adding a compass or one or

more arrows that point to the source of the sound to more clearly indicate that the robot is interested

in the direction/location of the sound source, and displaying some kind of icon near the robot to

more clearly signal that the robot can detect sound, such as an ear or microphone. Participants

also suggested changing the sound source, currently a boom box animated to move to different

locations around the robot in the environment, to something a robot is more likely to encounter

in a home (e.g.,P3: “I think it can be improved by showing sound moving from something more

realistic, maybe like a toy train going around a toy track with the robot in the middle”).

Other unique factors– Participants were generally unclear about where the noise was coming

from (i.e., some assumed the music was coming from the robot rather than the boom box, or that

the robot was controlling the boom box).

Natural Language Understanding (NLU)

Quantitative Analysis

Survey results for Wilcoxon signed-rank test are shown in Table 5.9. A total of 112 participants

(≈ 74.7%) correctly identified the robot’s NLU capability.

Qualitative Analysis

Likes/Dislikes– In their open-ended responses, participants expressed preferring cluttered and

sparse displays in approximately equal measure, which is consistent with analysis of the quanti-

tative ratings. Participants who preferred cluttered displays valued the additional information and

context provided by the additional axes and labels (e.g., P56: “The word ”probabilities” helped to

make clear what the robot was showing.”). Conversely, participants who preferred sparse displays

described non cluttered displays as ”cleaner” and less confusing to look at (e.g.,P16: “They were

less cluttered with labels than the ones that had the understanding and probability labels”, P102:

“The ones I scored lower had too much going on and made it a bit confusing”). Participants cited
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Table 5.9: NLU results sorted by pcor.

Combination CLES pcor

Clarity

Cluttered + 3D / Sparse + 3D 0.536 .092
Cluttered + 3D / Sparse + Flat 0.546 .245
Cluttered + 3D / Cluttered + Flat 0.52 .749
Cluttered + Flat / Sparse + Flat 0.527 .999
Cluttered + Flat / Sparse + 3D 0.517 .999
Sparse + 3D / Sparse + Flat 0.51 .999

Visual Appeal

Cluttered + Flat / Sparse + Flat 0.526 .325
Cluttered + Flat / Cluttered + 3D 0.518 .783
Cluttered + Flat / Sparse + 3D 0.532 .999
Cluttered + 3D / Sparse + Flat 0.509 .999
Sparse + Flat / Sparse + 3D 0.507 .999
Cluttered + 3D / Sparse + 3D 0.517 .999

mainly aesthetic reasons for their ratings of the 3D and 2D graphs (e.g.P14: “I liked the bar graphs

that were 3d, since they fit the overall aesthetic of the video better”).

Suggested improvements– Participants indicated that the videos should be longer and show

more interaction. Specifically, they formed the assumption that the robot talked back to the human,

and were interested in observing how the robot would form a response based on the information

it collected (e.g., P12: “Showing a response from the robot would help understand how it de-

cides what response it takes”). They also suggested displaying more information about the robot’s

“thought processes” (e.g., P14: “It would be helpful to know which specific words are given more

weight than others in determining which meaning. I also have to imagine some words would be

classified into both categories, which would be helpful to be able to see visually”).

Other unique factors– Participants hypothesized about other kinds of speech the robot under-

stands and how the robot might act on its interpretations. Their suggestions involved testing the

robot’s knowledge or showing how it functions in varied situations (e.g., P10: “Could there be a

graph for the robots understanding of body language aside from verbal communication?”, P122:

“Ask more question to test its knowledge base”).
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5.3 Maximizing AR Appendage Social and Functional

Expressivity

Contributors: Section 5.3 is based on Goktan et al. (2022) written with co-first authors İpek

Göktan and Karen Ly. Maja J. Matarić also is an author of the published work.

As described in Sec. 5.1 and Sec. 5.2, research has shown that gestures can be designed

to increase users’ functional or social perception of robots. Functional perception is the user’s

belief that a robot is able to accurately communicate its functional capabilities and intentions (e.g.,

the user can easily choose the target from a list of objects) (Groechel et al. 2019), (Hamilton

et al. 2020). Social perception is the user’s belief that a robot is capable of participating in the

interaction as a social actor that is an interactive, autonomous, and adaptable agent that performs

anthropomorphic actions (Jackson and Williams 2021).

Figure 5.17: Kuri indicating a target object for the user to attend to. Left: Kuri without AR
additions. Right: Kuri gestures at a target object using combined anthropomorphic AR appendages
(arms) and non-anthropomorphic gestures (arrows).

A virtual gesture performed by a robot can be either anthropomorphic or non-anthropomorphic.

Anthropomorphic gestures, such as those in Fig. 5.18a, are human-like gestures (Erel et al. 2018),

(Wadgaonkar et al. 2021) that support HRI (Hamilton et al. 2020). Non-anthropomorphic gestures

are abstract gestures (e.g., virtual arrows) that aim to communicate goals of actions efficiently and

accurately (Erel et al. 2018), (Hamilton et al. 2020). While non-anthropomorphic gestures can

be 2D (e.g., a flat dashed line) or 3D (e.g., arrow line in Fig. 5.18b), proposed recommendations

suggest using 3D non-anthropomorphic gestures because they situate gestures in real interaction

space and communicate added information such as directionality and depth (e.g., via shading/shad-

ows). Further, utilizing 3D non-anthropomorphic gestures may increase social perceptions of the
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robot as users may associate the non-anthropormorphic signal as part of the robot. Additionally,

anthropomorphic and non-anthropomorphic gestures can be used in tandem, as shown in Fig. 5.17,

where the robot points at an object and an arrow connects its virtual arm to the object.

(a) Anthropomorphic (b) Non-Anthropomorphic

(c) Anthropomorphic and Non-Anthropomorphic

Figure 5.18: Kuri robot gestures toward the target sphere by (a) pointing with projected AR arms,
(b) using an arrow line, and (c) pointing with projected AR arms and an arrow line. Compared to
Fig. 5.17, the arrow line is transparent thus obfuscating less of the background.

While a variety of virtual robot deictic gestures–gestures that point toward objects or areas in

order to redirect user’s attention–have been implemented to improve VAM-HRI, both anthropo-

morphic and non-anthropomorphic gesture systems have been found to involve tradeoffs between

functional task performance and user social perception of robots (Hamilton et al. 2020), creating a

need for a unified approach that considers both functional and social attributes.

Toward that goal, a set of design recommendations and techniques is proposed that combine

anthropomorphic and non-anthropomorphic virtual gestures based on the placement of the robot,

user, and target object during an interaction. Design recommendations were compiled by analyzing

the relevant literature for design considerations, and highlighting factors that were reported to

significantly influence either social perception or task efficiency (Hamilton et al. 2020), (Walker

et al. 2018), (Stogsdill et al. 2021), (Piwek 2009), (Tran et al. 2021). The findings are distilled into

the following key factors: motivation of the interaction, a target’s visibility, a target’s salience, and

a target’s distance. To illustrate the recommendations, the example of a robot attempting to draw
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attention to an object via an anthropomorphic deictic gesture is considered using the proposed

recommendations to create AR gestures that consider both functional and social user perceptions.

5.3.1 Tradeoffs Between Influencing Social and Functional Perception

This work builds on past work on communicating robot intent, robot gestures, anthropomorphism,

and expressivity in VAM-HRI, briefly summarized next.

Influencing Functional Perception

Functional perception is a key concept in AR. Developers often project AR on objects in the

physical world in order to quickly and concisely communicate concepts. Walker et al. (2018)

designed and evaluated various explicit and implicit AR interfaces and reported that certain designs

(e.g., NavPoints) were able to significantly improve the communication of robot intent as well as

objective task efficiency. Other studies have also shown that utilizing AR can increase user task

speed and facilitate human-robot collaboration (Tran et al. 2021), (Bagchi, Marvel, et al. 2018),

(Chandan et al. 2021), (Krenn et al. 2021). These findings suggest that AR visualizations can be

used to accurately communicate robot intent within a desirable reaction time, and therefore boost

the functional perception of a robot.

Influencing Social Perception

AR has also been used as a medium to enhance the expressivity of mobility-constrained robots

(i.e., robots that are either unable to move or move slowly in the context of the interaction) and

give them a prominent role as social actors within interactions (Groechel et al. 2019) (Young et al.

2007b). Additionally, past research suggests that implementing AR arms on a low-expressivity

robot can increase its physical and social presence. Groechel et al. (2019) projected AR arms

on a physical robot and found that participants were more likely to view the robot as a physical

teammate. VAM-HRI has explored other techniques for using AR to boost expressivity, such as

“robot expressionism through cartooning,” which applies common comic and cartoon art (Young

et al. 2007b). Social perception is also highly influenced by the user’s action attribution of the

manipulation (e.g., when an object moves during an interaction, the user attributes the movement to
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the robot) (Groechel et al. 2022a). The intended anchor location perception being robot-anchored

increases social perception.

Trade-Offs Between Functional and Social Perception

Although Walker et al. (2018) reported an improvement in the communication of robot intent

and task efficiency, they also observed trade-offs between intent clarity and users’ perception of the

robot as a teammate. This trade-off between social and functional perception has been recognized

in other work as well. Hamilton et al. (2020) compared ego-sensitive-gestures (e.g., a virtual

arrow placed on a robot) and non-ego-sensitive allocentric gestures (e.g., a virtual arrow placed

on a target), and found that using non-ego-sensitive gestures resulted in faster reaction time and

greater accuracy, whereas ego-sensitive gestures resulted in higher social perception and likability

(Hamilton et al. 2020).

5.3.2 Design Considerations and Recommendations

Research has shown that when discussing an object, people consider the context of the target object

and the surrounding environment when making the decision between using deictic and non-deictic

gestures to draw attention to the it (Stogsdill et al. 2021). Similar to how people take account of

contextual factors when determining when and how to use gestures, four main design considera-

tions are highlighted for the VAM-HRI community, based on a literature review (Hamilton et al.

2020), (Walker et al. 2018), (Stogsdill et al. 2021), (Piwek 2009), (Tran et al. 2021). From these

design considerations, a set of proposed recommendations were developed. The recommenda-

tions were designed for mobility-constrained robots with an AR field of view. A summary of the

recommendations is found in Table 5.10, which shows the proposed method of gesturing for all

combinations of design considerations.

Motivation of the Interaction

The motivation of the interaction is the intended end goal or purpose of the interaction. An

interaction is a single correspondence between a robot and human, and a composite interaction as

sequence of multiple interactions. The motivation of the interaction is for the robot to communicate
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Table 5.10: Recommended Gesture Type Based on Design Considerations: “A” is anthropo-
morphic gesture and “NA” is non-anthropomorphic gesture. “NA*” suggests a directional non-
anthropomorphic gesture (e.g., vector with arrow pointing in the direction of the target). The
ordering between “A” and “NA” suggests the prioritization between the two types.

Functional
Motiva-
tion, High
Salience

Functional
Motiva-
tion, Low
Salience

Social Mo-
tivation,
High
Salience

Social Mo-
tivation,
Low
Salience

Functional
and Social
Motiva-
tion, High
Salience

Functional
and Social
Motiva-
tion, Low
Salience

Close to
Target,
Both in
FOV

A NA + A A A + NA A A + NA

Close to
Target,
Only one
in FOV

NA NA A + NA NA + A NA + A NA + A

Close to
Target,
Neither in
FOV

NA* NA* A + NA* A + NA* NA* NA*

Far from
Target.
Both in
FOV

NA + A NA + A A + NA NA + A A + NA NA + A

Far from
Target
Only one
in FOV

NA NA NA + A NA + A NA + A NA

Far from
Target,
Neither in
FOV

NA* NA* NA* + A NA* + A NA* NA*

information to the user in order to achieve a given goal. More specifically, motivation can have a

functional component, social component, or both.

Motivation as a Functional Component - An interaction is motivated by a functional component

when the objective is the overall task performance. The accuracy and efficiency of how information

is conveyed is prioritized, placing the user’s functional perception of the robot above the social

perception.
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Motivation as a Social Component - An interaction contains a social component when the intent

of doing the action is for the robot to be perceived as more social. In other words, the user believes

the robot has social agency within an interaction (Jackson and Williams 2021), potentially viewing

it as acting more human-like than machine-like. Increasing social perception is an example of

social motivation. Social perception is the user’s belief that a robot is a social agent; the belief may

not accurately reflect the robot’s true role or capabilities within an interaction.

Proposed Recommendations

Functional Component - If the motivation for a HRI contains only a functional component

(e.g., increasing functional perception), prior research suggests utilizing a non-anthropomorphic

gesture to maximize the efficiency and accuracy of task performance (Hamilton et al. 2020), (Tran

et al. 2021). Similarly, Krenn et al. (2021) found that robot deictic gestures can help the user

interpret the next intended task. Given that the social presence of the robot is not prioritized, solely

using non-anthropomorphic gestures will ensure clear and efficient communication (Hamilton et

al. 2020).

Social Component - If the motivation of a HRI contains only a social component (e.g., increas-

ing social perception), prior research suggests including anthropomorphic gestures (e.g., virtual

arm for pointing). Deictic gesturing, for example, portrays the robot as a social agent that is an

active part of the interaction (Hamilton et al. 2020). Using this type of gesture solidifies the robot

as an agent and encourages the user to refer back to the robot, increasing the robot’s salience within

the interaction (Hamilton et al. 2020). While anthropomorphic gestures provide robots with the

communication and social presence of human-like gesturing, they impose limitations in terms of

communication speed and accuracy. Physically-realistic gesturing takes more time than display-

ing an arrow on the screen. This phenomenon increases social perception but hinders functional

perception due to the reduction in the speed of communication.
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Functional and Social Component - If the motivation consists both of functional and social

components, then non-anthropomorphic and anthropomorphic gestures can be used in combina-

tion, as illustrated in Fig. 5.18c, but the combination is not always the best approach. For consis-

tency, it may be best to use anthropomorphic gestures and consider including non-anthropomorphic

gestures only when needed for speed or clarity. The goal of a composite interaction may not al-

ways be to maximize functional and social components. For example, if the interaction requires

high functional capability, it may be advantageous to forgo anthropomorphic gesturing altogether.

Visibility

Visibility refers to whether the user can see the target object in their field of view (FOV) (Stogs-

dill et al. 2021). This category can be affected by virtual or physical occlusions. During an interac-

tion, the user may see both the robot and target (AND), only the robot or target (XOR), or neither

(NAND).

Figure 5.19: Top down view of a user wearing an ARHMD. Object A is in the user’s field of view
(FOV) but not the AR FOV. Object B is in both views. Object C is in neither.

This section assumes that an object within the FOV is within the boundaries of the AR FOV

(e.g., object B in Fig. 5.19). AR FOV is a subset of human FOV that is limited by the scale in

which the platform displaying AR components is able to capture the environment the user sees.

A physical object that is in the user’s FOV but outside of the AR FOV is considered to be out of

frame. This includes the robot as long as the AR appendages are not visible within the AR FOV.

Because the FOV of AR devices is dynamically changing and interaction-dependent, proposed rec-

ommendations specifically target the use of an AR FOV rather than a human FOV. Consequently,

the recommendations for this category may not be applicable if a non-AR FOV is being used.
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Both Robot and Target Object are Visible (AND) - The user can clearly view the robot and the

target object in their FOV without having to adjust their gaze.

Visible Robot or Object but Not Both (XOR) - The user can only view the robot or only view

the target object in their FOV. The user may need to adjust their gaze in order to see both targets at

once or it may not be possible for them to be in the same FOV.

Neither Robot nor Target Object is Visible (NAND) - The user cannot see the robot or the target

object because they are placed outside of the viewer’s FOV.

Proposed Recommendation

Both Target and Robot in User’s FOV (AND) - Humans are more likely to use deictic gestures

(e.g., pointing) when the target is visible (Stogsdill et al. 2021). To maximize the robot’s social

perception, if both the target object and the robot are within the user’s FOV, prior research suggests

to use anthropomorphic gestures, as shown in Fig. 5.18a. The robot using anthropomorphic deictic

gestures will improve the user’s recall and human-robot rapport (Stogsdill et al. 2021).

Visible Robot or Object but Not Both (XOR) - If the target is outside of the user’s FOV but the

robot is within it, an anthropomorphic and non-anthropomorphic gesture (e.g., an arrow from the

robot’s pointing finger) should be considered to associate the robot to the target. This implemen-

tation increases both functional and social perception because anthropomorphic deictic gesturing

draws attention and connects the robot’s intentions with the specific task and functionality (Stogs-

dill et al. 2021). The non-anthropomorphic gesture contributes to the functional perception by

allowing the user to accurately distinguish the location of the object. The same recommendation

applies if user can only see the target.

In a scenario where only the target is visible, developers can choose whether or not to imple-

ment non-anthropomorphic gestures. If non-anthropomorphic gestures are present, the user can

clearly identify the target without having to refer back to the robot, increasing functional percep-

tion. However, if only anthropomorphic gestures are used, the user will be compelled to find the

robot. Looking back at the robot in order to identify its anthropomorphic gestures will make the

robot a more prominent as an active agent in the interaction, promoting its social perception.
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Neither in User’s FOV (NAND) - If neither the target nor robot are in the user’s FOV, the first

consideration is what the motivation for the interaction is and whether it consists of a functional

and/or social component. For instance, one might use a directional non-anthropomorphic gesture,

such as a large arrow that points to the direction of the robot’s location or an arrow as in Fig. 5.17

to redirect the user’s FOV to the robot. However, if the motivation is social, using anthropomorphic

deictic gesturing that encourages the user to find the robot first and then search for the object may

be more effective for social perception.

Salience of Target

Salience refers to how noticeable a target is within its environment, a property analogous to

accessibility (Piwek 2009). Gestures made toward an object can change its salience value.

Figure 5.20: The target object’s salience depends on the characteristics of the objects around it
(e.g., color, scale, shape). The more the objects share similar characteristics, the lower the target
object’s salience.

When there are multiple objects in close proximity (e.g., Fig. 5.20), each may have attributes

that distinguish it from others, (e.g., color, scale, shape) and increases its salience (Piwek 2009).

Non-verbal robots are often unable to or highly constrained in their ability to indicate the location

of a specific object while utilizing existing salience factors (Cha et al. 2018); they are typically
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limited to gesturing toward the object to draw attention to it. Therefore, when it comes to nonverbal

signaling, gesturing can increase the salience of an object, but anthropomorphic deictic gesturing

often cannot distinguish the object if it is in close proximity to others.

Anthropomorphic deictic gestures can also increase the salience of surrounding objects

by bringing attention to the overall area. This is known as implied spatial salience (Piwek

2009). It is necessary to consider salience when choosing to include anthropomorphic and non-

anthropomorphic gestures because it is also determined by how distinguishable the target is from

its neighbors.

Proposed Recommendation

Target is Far Away from Other Objects - When the target object in an interaction is not in

close proximity to other objects, the user can clearly interpret the intent of an anthropomorphic

gesture made toward that object (Piwek 2009). If there are extraneous factors that prevent the user

from clearly identifying the object (e.g., distance, FOV), non-anthropomorphic gestures can be

implemented to more accurately communicate the location of the target.

Target is in Close Proximity with Other Objects - The target has low salience if it is in close

proximity with other objects (Piwek 2009). The user may find it difficult to distinguish between

the objects in the direction the robot is pointing, and may require additional visual assistance.

Therefore, non-anthropomorphic gestures, along with anthropomorphic gestures, can be used to

clearly indicate the target. If the motivation of the interaction is functional, developers may avoid

anthropomorphic gestures and simply use non-anthropomorphic gestures to quickly indicate the

target.

Salience of AR Components:

While design recommendations emphasize the salience of the target object, the salience of the

non-anthropomorphic gestures should also be considered. Factors such as color, size, and opacity

may influence how the user perceives the robot’s gesture. Salience of a non-anthropomorphic

gesture affects how disruptive it is to the user, which determines how noticeable it is (Pärsch et

al. 2019) and how quickly the user can take action after the gesture is produced. For instance,
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developers generating an arrow to gesture towards a target object may choose to select an opaque

color, as in Fig. 5.17, to make it more noticeable, or select a shade that is more transparent,

as in Fig. 5.18c, to make it more cohesive with the robot and obstruct less of the background.

Considering the opacity, scale, and color of non-anthropomorphic gestures is important because

overlaying AR visualizations onto the real world may distract the user and obstruct their FOV

(Pärsch et al. 2019). Therefore, non-anthropomorphic gestures that have higher opacity, large

scale, or similar color to the background are undesirable.

Choosing the color of the non-anthropomorphic signal objects (e.g., arrows) can be specifically

targeted for different use cases. A signal can be given the same color as the target object for better

salience with that object. To avoid blending in with the background, a dynamic coloring system

can be created by contrasting the color of the signal’s background. A color can be generated as

a pre-programmed map (e.g., complimentary colors), inverted, or changed to a secondary color

choice. Finally, when aiming for the most social signal, developers should choose a color on the

robot or average color of the robot to boost the signal attribution toward the robot. The same

recommendation applies to choosing colors for adding appendages to the robot.

Distance

In an interaction composed of a user, target object, and robot, the distance model prioritizes

the displacement between the robot and the object. Hamilton et al. (2020) reported that there was

no significant evidence that the distance between a user and target influenced the social presence

of a robot. The findings of their study suggest that there may be a correlation between the robot-

target distance and the robot’s social presence, which calls for further study. This work focuses

on mobility-constrained robots; distance issues are more complex for highly mobile robots (e.g.,

drones) that can move quickly and efficiently toward a target.

Proposed Recommendation:

Target Close to Robot - If the target object is in close proximity to the robot, anthropomorphic

gestures may be used to promote the robot’s social presence. Using deictic gestures would enhance

the robot’s anthropomorphism because humans tend to use the same gesturing model when objects
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are visible and in close proximity (Stogsdill et al. 2021). The close proximity will also reduce

issues of salience (Hamilton et al. 2020). Solely using anthropomorphic gestures when the robot

is close to the target boosts the social perception of the robot. However, if there are extraneous

factors (e.g., salience, field of view) that prevent the user from clearly distinguishing the target

object, non-anthropomorphic gestures may be helpful.

Target Far from Robot - If the target object is outside of a predetermined distance boundary

(calculated for each interaction considering the specific robot and environment), it can be consid-

ered far from the robot. Since distance between the robot and target make it difficult to interpret

the direction of deictic gestures, developers may use non-anthropomorphic gestures (Stogsdill et al.

2021) along with anthropomorphic gestures to indicate the location of a target object without sac-

rificing functional or social perception. If the interaction is motivated by a functional component,

developers may use only non-anthropomorphic gestures in order to promote speed and accuracy

(Hamilton et al. 2020).

5.4 Discussion and Summary

This chapter outlines how the design of nonverbal gestures and visual elements in AR for SAR can

significantly impact user perception of a robot’s expressivity. To make these elements clear and

effective for all types of users, they must be adaptable to different preferences and backgrounds.

Future work should focus on developing adaptable visualizations and exploring the effects of dif-

ferent gesture types on user perception in various scenarios and with different types of robots.

For social expressivity (Sec. 5.1), the arms vs. no arms conditions did not show significant

differences for task efficiency or subjective measures. However, the two conditions were highly

correlated with user perception of Kuri as a physical or virtual teammate. The results suggest that

participants may have associated arms with physical tasks, such as picking up objects or pointing.

The experiment condition also involved more overall movement, which may have conveyed a

perception of physicality. The binned subjective results suggest that users preferred a physically
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associated MR robot. This aligns with the importance of embodiment for social presence. Future

work should explore other factors that increase physical presence and the potential for new gestures

and actions in VAM-HRI.

For functional expressivity (Sec. 5.2), this work presents Virtual Design Elements (VDEs)

for 6 robot signals and evaluates their designs for clarity and visual appeal using an AMT study.

Some VDEs consistently scored higher than others, such as the pyramid for the camera and the

box design for face detection. In other cases, different groups of users had different preferences

for VDEs. Common themes in the qualitative responses included the salience of the visual and

the inclusion of verbal and text-based information. To make VDEs clear for all types of users,

they must be adaptable to different preferences and backgrounds. Future work should focus on

developing these adaptable visualizations as a basis for signal design.

Finally in Sec. 5.3, this work presents design recommendations for nonverbal robot gesturing

that consider both the social and functional aspects of the interaction. By taking into account fac-

tors such as motivation, visibility, salience, and distance, guidance is provided on selecting gestures

that can maximize perception by the user. However, these recommendations are not exhaustive and

require further investigation and empirical evaluation. Future work should explore the effects of

different gesture types on user perception in various scenarios and with different types of robots.
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Chapter 6

Controller - Designing Embodied, Flexible, and Extensible

Interactions

This chapter explains two applications that utilize iteratively learned and validated

design conventions and considerations for the interface between the model and view:

the controller. The first application is the extension of M2C first described in Sec.

4.1, a visual programming language with a robot tutor that uses AR to increase young

students’ curiosity in coding. The second application, PoseToCode (P2C), is a kines-

thetic web application that aims to increase students’ curiosity in coding, deployed in

schools. The chapter covers both existing and new design conventions and considera-

tions for creating AR experiences with socially assistive robots.

6.1 MoveToCode: Iterative Design of an Embodied AR Visual

Programming Language

Contributors: Section 6.1 is based on work drafted to be submitted. Additional authors on the

drafted work include İpek Göktan, Karen Ly, Anna-Maria Velentza, and Maja J. Matarić.

As described in Sec. 4.1, M2C was developed to leverage VAM for SAR. M2C is an open-

source, embodied (i.e., kinesthetic) learning visual programming language that aims to increase
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Figure 6.1: M2C pair-programming exercise. Left) External view of pair programmers. Right)
M2C activity view. A) vertically held mobile tablet; B) tangible maze paper tacked by the tablet; C)
code play button; D) virtual tutor dialogue; E) code blocks that control the miniature robot through
the maze; F) autonomous, AR robot tutor Kuri posed for a high five; G) goal maze configuration;
& H) miniature robot starting on the blue tile and programmed to reach the goal tile.

the curiosity of young students (ages 8-12) in programming. This section describes the extension

and improvement of M2C while emphasizing learned and known design conventions.

The improved M2C application utilizes an AR autonomous robot tutor named Kuri which mod-

els the students’ kinesthetic curiosity with habituation and responds to help promote their curiosity

in programming. The design of M2C was informed by a series of pilot studies and was subse-

quently validated in local Los Angeles elementary classrooms (n = 21). Results from these final

classroom deployments validated the design decisions when compared to the final classroom pi-

lot (n = 15), showing an improvement in perceived robot helpfulness (median +∆1.25 out of 5)

and number of completed exercises (median +∆1 out of a maximum of 11). Although no signifi-

cant changes were found for pre-post student interest or intention to program later in life, students

wrote more open-ended questions post-study revolving around topics of the robot, programming,
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research, and if they were able to do the activity again later. Overall, this work demonstrates the

potential of using VAM-HRI in a kinesthetic context for SAR tutors, and highlights the existing

conventions and new design considerations for creating AR applications for SAR.

6.1.1 Technical Approach

M2C was designed through a series of university ethics board approved pilot studies, culminating

in its final deployment as described in Sec. 6.1.2. These studies included transitioning M2C

from expensive AR headsets to more affordable tablets, redesigning the exercise environment to

support tangible pair-programming for 8-12 year old students (Fig. 6.2), and revising the actions

and policy of the robot tutor. Throughout this process, known design conventions were blended

with new considerations specific to M2C, a embodied learning AR activity with a robot tutor. This

section highlights the most relevant aspects of the M2C design process and implementation. The

application is open-source and available at https://github.com/interaction-lab/M

oveToCode.

M2C Implementation and Exercises

M2C was originally designed (Groechel et al. 2021) for the Microsoft Hololens 2 - an ARHMD.

The application was redesigned to work on any ARKit or ARCore supported phone or tablet

(Nowacki and Woda 2020) as can be seen in Fig. 6.1. These phones and tablets are significantly

cheaper (at the time of writing it costs ≈$3.5k USD for the Hololens 2 where a 9th Generation iPad

costs ≈$330 USD) and are therefor much more feasible for real-world classroom deployments.

M2C was originally designed to teach traditional computing concepts such as print statements,

math equations, if-statements, variables, and looping through console-based exercises. As a result,

it was difficult for new learners to understand in one 20 minute session. Further this original design

did not have any physical connection to the real world, which is a common benefit of tangible

programming languages (Sapounidis and Demetriadis 2017).

To better suit the 8-12 year old target audience, the design of M2C was changed to involve

programming a miniature robot through a maze created by the students using physical pieces of
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Figure 6.2: View of the final M2C pilot study with a local Los Angeles school of 8-12 year old
students.

Figure 6.3: The four types of maze pieces include the turn piece, the hall piece, the goal piece, and
the baby Kuri starting position piece.

paper. This approach has been shown to be effective in increasing computation thinking skills in

a variety of systems and age groups (Kanellopoulou et al. 2021; Guenaga et al. 2021; Ternik et al.

2017). The miniature robot is called “baby Kuri” (Fig. 6.1.H) and there is also a larger, autonomous
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robot tutor called “tutor Kuri” (Fig. 6.1.F). Both robots are 3D models of the Mayfield Kuri robot,

with tutor Kuri also featuring socially expressive arms from Groechel et al. (2019). Each piece of

paper (Fig. 6.3) corresponds to a type of maze piece that the mobile device tracks:

• Turn - piece with walls on 2 contiguous sides

• Hall - piece with walls on 2 parallel sides

• Goal - final navigation goal

• Start - where the baby Kuri starts

Figure 6.4: M2C exercises are split into two modes. In mode 1 (A & B) the user connects maze
pieces to match a solution maze. In mode 2 (C & D) the user codes the baby Kuri to complete the
maze.

M2C exercises are divided into two modes as shown in Fig. 6.4. In mode 1, students rearrange

physical pieces of paper to create a maze that is identical to the “Solution Maze” (Fig. 6.1.G).
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Maze pieces have connector pieces that are lined up and highlight when they are connected (Fig.

6.4.B). When the maze is identical, the student holding the iPad can press a “Lock Maze” button

thus locking the connectors and transitioning the app to mode 2. In mode 2, the student uses 3D

code blocks (Fig. 6.1.E) to program the baby Kuri robot to navigate the maze.

Figure 6.5: All code block types used for programming the baby Kuri through maze exercises.

The code blocks used in the exercises are shown in Fig. 6.5 and include:

• Robot Commands - starting point of the code

• Move - moves the robot according to given argument

• Turn - turns the robot according to given argument

• Repeat - repeats blocks inside a given argument times

• Set Color - sets baby Kuri color given an argument

• Forward/Backward - argument for Move block

• Right/Left - ±90◦ argument for Turn block
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• Integer - number argument for Repeat block

• Color - argument for Set Color

This is the subset of M2C supported code blocks used for the maze exercises. The complete set of

supported code blocks can be found at https://github.com/interaction-lab/Mov

eToCode.

M2C exercises cover computational thinking concepts such as sequencing, loop-

ing, and using different blocks to solve the same problem (e.g., Move(Forward) ≈

Turn(Left)→Turn(Left)→Move(Backward)). Ten exercises were created and ordered

based on the time taken to complete them in a pilot study. All necessary code blocks for each exer-

cise are provided. As the exercises become more complex, erroneous blocks are also added. These

blocks are either 1) not possible to be part of a correct solution; or 2) Set Color + Color

blocks, which allow students to change the color of baby Kuri but have no direct effect on the

correct solution.

Kinesthetic Curiosity Habituation & Tutor Action Policy

Tutor Kuri’s action selection was largely based upon a student’s kinesthetic curiosity (KCS)

outlined in Sec. 4.1.1 and Eq. 4.3. Information seeking actions (ISA) ISA scores are defined

relative to the domain and action space of the learner. Improving upon the original definition, a

version was implemented using habituation saliency (Wu and Miao 2013) for a given human action

defined as:

KDS = 1− ActionCounts[At ]

max(ActionCounts)
(6.1)

T S = min(
(t − lastRecordedTime(At))

2

602 ,1) (6.2)

ISAS
t =


2 if At has never been done

0 if At is recorded in last tw

KDS+T S otherwise

(6.3)
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where At is the human action taken at time t in seconds, ActionCounts is a map of unique actions

to the total number of times each action has been completed, KDS represents knowledge-driven

saliency, and T S represents temporal saliency. KDS is discounted the more an action has been

done normalized by the max number of times any action has been taken. T S grows at a quadratic

rate by squaring the difference of time t and the last recorded time of At followed by normalization

via squaring a max time constant of 60 seconds. T S maxes out at 1 denoting any action done ≥ 1

minute ago.

Figure 6.6: A subset of actions tutor Kuri performed. A) wave; B) high five; C) showing a type of
missing paper; and D) moving to and pointing at a misaligned maze piece.

Shown in Fig. 6.6, tutor Kuri actions include the following with * indicating context-dependent

helpful actions:

• Idle and look around

• Wave to user

100



• Interactive high-five

• Move out of the user’s way

• Dialogue (Fig. 6.1.H)

– Exercise goal

– Congratulatory phrases

* Encouragement phrases

* Referencing a maze piece or code block

* Showing a type of maze paper not yet used

* Moving and pointing to a misaligned maze piece

* Moving and pointing to a misaligned code block

Figure 6.7: All possible states of tracking a piece of maze paper. A) virtual analog is overlaid with
spinning tracking indicator cube; B) virtual analog persists having higher transparency, removing
the spinning indicator cube, and adding a delete button; and C) virtual analog is the same as B
when the paper is out of view of the mobile device.

The tutor Kuri action policy is designed to give context-dependent helpful actions whenever

KCS
t < 0.5 and the last time Kuri performed an action was > tw. The 0.5 threshold was chosen

because it was shown to produce higher short-term KCS
t scores compared to a lower threshold

(Groechel et al. 2021). Tutor Kuri gives the exercise goal at the start of a new exercise and offers

a high-five with accompanying congratulatory dialogue upon exercise completion. Tutor Kuri
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moves out of the user’s way whenever it is not performing an action and collides with virtual

objects (often maze pieces) or is < 0.75m from the user. The target position is calculated in the

horizontal plane (i.e., y = 0 for a 3D {x,y,z} vector where y is defined as up) as follows: A vector

from the collided object to the user is calculated and normalized as V̂C. A vector ˆVavg is calculated

as the vector between V̂C and the user’s unit forward vector. ˆVavg is added to the user’s position to

denote the target destination for tutor Kuri. Tutor Kuri only waves to the user when it first arrives

and whenever it is about to leave as defined by the within-subjects study design conditions (Sec.

6.1.2).

Design Considerations Implemented from Pilot Studies

The M2C system was iteratively designed through a series of pilot studies, which allowed

for adjustments based on user feedback and observations. The design process began with a pilot

study (n = 10) involving college students and the original language headset design (Groechel et al.

2021). This was followed by a pilot study (n = 5) of Ph.D. and Master’s students from the USC

Interaction Lab, who tested a console-based M2C system adapted for tablets with the AR tutor

Kuri added. The exercises were then redesigned to focus on programming the baby Kuri through

a maze, using tangible pieces of paper to anchor the experience. A final pilot study was conducted

with elementary school students (n = 15) in Los Angeles as part of an after school robotics club

consisting of students ages 8-12, and the final design was a combination of lessons learned from

these pilots and existing design conventions drawn from Google’s AR User Experience Design

Guidelines (Google 2022). These designs were then tested in a full study of two Los Angeles

elementary school classrooms, as described in Sec. 6.1.2.

Existing Design Conventions

During the design process for M2C, a number of existing AR-specific design conventions were

identified as useful for improving the user experience. These conventions, which have been effec-

tive in other AR applications, were chosen based on observations and feedback from pilot studies.

Despite being known conventions, they were repeatedly emphasized during the design process due

to their importance for improving the user experience and therefor emphasized within this work.
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One important design consideration was the difficulty that users had in understanding the z-

depth of virtual objects, or how far away an object was from the user. To address this issue,

efficient, shader-based shadows were added to objects (Fig. 6.4), which helped to improve depth

perception (Diaz et al. 2017). Another useful design convention was the use of context-aware ar-

rows to reference off-screen objects of interest (Fig. 6.4.C), such as code blocks or the tutor Kuri.

These arrows functioned as non-anthropomorphic deictic gestures, aimed at quickly drawing the

user’s attention to an object (Goktan et al. 2022; Brown et al. 2022). Finally, it was observed

that users struggled with manual rotation of 3D objects, such as code blocks. To address this

issue, a feature was implemented that locked the rotation of these objects to the user when ma-

nipulated. This feature, based on guidelines from Google’s Augmented Reality User Experience

Design Guidelines (Google 2022), helped to improve the usability of M2C.

New Design Considerations

During the pilot studies for M2C, new design problems and solutions emerged that focused on

two specific categories: the use of physical pieces of paper and the 3D code blocks. It was also

observed that holding mobile devices vertically allowed for prolonged use compared to holding

them horizontally, leading to the final design of M2C being in a vertical format.

One key solution was the use of physical pieces of paper as a exercise medium (Fig. 6.3),

which connected learning to the physical world similar to that of tangible programming languages

(Sapounidis and Demetriadis 2017). The paper allowed for a defined role for a second student,

eliminated the need for one student to hold the mobile device while the other watched, and provided

a physical anchoring point for virtual content. The paper anchors served as spawning reference

points for virtual objects, such as code blocks and virtual maze pieces, and naturally defined the

AR play area for any physical environment. AR experiences need to account for many possible

physical domains (Google 2022), from a large convention center to a cramped room. This means

you need to define the play area accounting for these different areas and adjust the virtual content

to avoid object clipping or unreachable objects. The physical pieces of paper naturally restrict the
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play area as you can only place them in realistic locations. Finally, paper was chosen over custom-

made or 3D printed objects to improve accessibility for real-world classroom deployments.

Tracking the pieces of paper, however, presented a new problem (Fig. 6.7). When the maze

paper was tracked by the mobile device, a virtual analog was positioned exactly where the paper

was. However, when the paper stopped being tracked, the virtual analog persisted, causing confu-

sion for users. This persistence was necessary for mazes that required a large number of pieces,

as the mobile device might not be able to track them all at once even if the physical pieces are

all in the camera frame. To address the confusion, spinning tracking indicators were first added

(Fig. 6.7.A) to the virtual analogs when the paper was being tracked, and made them disappear

when tracking ended. Despite this solution, pilot users remained confused. To eliminate this con-

fusion, the virtual analogs were turned primarily translucent (α ≈ 11.7%) when compared to the

tracking (α ≈ 54.9%). The difference, although not directly measured, was evident by the lack

of tracking questions asked by participants between the final elementary pilot study and the full

study described in Sec. 6.1.2. Finally, a delete button was included that appeared when tracking

ended, allowing the user to remove the virtual analog.

The 3D code blocks were designed using tangible and virtual programming language benefits.

The benefits of tangible programming language interfaces, such as those used in AR settings,

are well-established in the literature (Sapounidis and Demetriadis 2017; Jin et al. 2018; Hattori

and Hirai 2019). These interfaces allow users to interact with code in a more tactile, spatial,

and persistent manner, as the physical pieces can be placed in the environment without taking up

space on the mobile device interface. In contrast, 2D block-based coding interfaces, like Scratch

(Resnick et al. 2009), offer unlimited supplies of blocks and ease of rearrangement, but take up

a large portion of mobile device screen real estate and are tied to the device reference frame. To

address these issues, 3D code blocks were created for the M2C system that offer the benefits of

both virtual blocks (e.g., ease of spawning, dynamic expansion, and repositioning) and tangibles

(e.g., persistence in the 3D environment and spatial grounding).
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Connecting these code blocks, however, presented a new challenge, as users struggled with

z-depth manipulation. To solve this problem, a system was implemented that casts a ray from the

user’s grab point to the object, which was treated as part of the code block’s hit box, effectively

extending it along an infinite z plane relative to the user. This approach, along with design choices

outlined in Section 6.1.1, helped to improve user interaction with the M2C system.

The last design considerations revolved around the robot tutor actions (listed in Sec. 6.1.1).

Two specific actions learned from piloting were the need for a way to interact back with the robot

(leading to the interactive high-five) and the need to prevent the robot from bothering the user too

often. In the final classroom pilot, students were heard saying “get out of the way Kuri” or similar

phrases. When interviewed, they mentioned wanting to “move Kuri out of the way”, for Kuri to

“go above the ceiling”, or for Kuri to “go outside.” This led to the creation of the “move out of the

way of the user” action, as students did not want to be constantly pestered by the robot tutor in the

same way they wouldn’t want to be constantly pestered by a human tutor.

6.1.2 User Study

Hypotheses

H1: When comparing the final pilot with the final studies, design decisions described in Sec.

6.1.1 increase:

A: Perceived Robot Helpfulness

B: number of completed exercises

H2: The presence of a virtual robot tutor, when compared to no virtual robot tutor, increases the

amount of time the user looks at the tutor robot or tutor dialogue.

H3: When comparing post-interaction to pre-interaction, students inidicate an increase in:

A: Interest in Programming

B: Future Intention to Program
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Recruitment and Participants

This study was approved by the University’s Institutional Review Board (IRB #UP-20-00030).

First a recruitment flyer was sent out to a list of local schools, both public and private, from the

USC Viterbi School of Engineering K-12 STEM Center. Inclusion criteria for the study were

students 7-13 years of age and proficient knowledge of the English language. Two teachers from

two different schools responded and scheduled 1 hour study sessions.

Twenty-one students participated. Before each study, legal guardian consent and child assent

were obtained for all 21 of these students. Students who did not have signed parental consent still

participated in the M2C activity but no data were collected. These students were subsequently not

included in any data analysis.

These students first filled out a demographic questionnaire prior to the activity. There were 8

students in the first school and 13 in the second. Fifteen identified their gender as male, 5 female,

and 1 preferred not to specify. Their age ranged from 9-10 years old (X̄ = 9.5,σ = 0.5). Identi-

fied ethnicity of the students were of Hispanic origin : 13, Black/African American + Asian: 2,

Black/African American + Hispanic origin: 1, Hispanic origin + White: 1, Black/African Ameri-

can: 1, Asian + Middle Eastern or North African: 1, and preferred not to specify: 2. Prior coding

experience included Code.org: 9, Scratch + Code.org: 3, Scratch: 2, Scratch + Code + Roblox: 1,

Robotics: 1, Other (not specified): 2, and None: 3.

Measurements

To evaluate the task and measure students’ attitudes and curiosity toward programming and

Kuri robot, both quantitative and qualitative measurements were used by giving the pre- and post-

tests to submit.

Quantitative Questions – To measure students’ curiosity, the established question generation

task was used in which the students are prompted to ask as many questions about a topic, without

providing answers (Harris 2012). The task has been used in relevant research, measuring kid’s

curiosity after interacting with a social robot(Gordon et al. 2015). Students were instructed to
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write down as many questions as they could after the briefing section to avoid any biases from the

task or the questionnaires pre-test- and then after the end of the task -post test-.

Qualitative Questionnaire – The questionnaire was constructed based on valid and reliable

existing questionnaires, adapted for the research needs. It was also evaluated by two independent

teachers to test it for being appropriate for the students’ age needs. The pre-test questionnaire

had two parts: first, the students’ attitudes, separated into two major thematic areas 1) Interest in

Programming construct which had 13 items and evaluated the students’ interest in programming,

based on (Gul et al. 2022) questionnaire, and 2) Future Intention to Program, which had 3 items

and evaluated students’ intention and motivation to follow a future career in programming, subset

of the STIMEY Horizon Project questionnaire (Velentza et al. 2020). Students evaluated them

on a Likert scale from “Strongly Disagree” to “Strongly Agree”. An additional four demographic

questions were added to the pre-survey regarding students’ age, ethnicity, gender identity, and prior

experience with programming. The post-test questionnaire had the same questions with the pre-

test plus one more thematic area, Perceived Robot Helpfulness with four items based on (Putnam

et al. 2020) usability scale appropriate for children.

The overall questionnaire’s validity was tested by a multidisciplinary group of engineers and

psychologists with Lawshe’s subject-matter expert rating methodology (SMEs). The Content Va-

lidity Ratio (CVR critical) of the questionnaire was acceptable for five experts at .99, with two-

tailed p=.01 (Wilson et al. 2012).

Procedure

Students were first given a pre-survey which included demographic questions, interest in pro-

gramming, and intention to program (described in detail in Sec. 6.1.2). For classroom 1, students

were shown a video of M2C (https://youtu.be/6CMuADWboD8). An issue arose from

this class not fully understanding the basic usage of M2C (i.e., the video was later cited as too

quickly leading to students not even being able to assemble the first simple maze) so, as done for

the pilot, a demo was given to the second class in place of the video. Students in the first class were

shown basic demos after noticing they struggled with basic mechanics of M2C within the first 2
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minutes. It is recognized this is a study confound between the classes and therefore pool all data

as one dataset for analysis, not as separate classroom datasets. As this application is designed for a

real world deployment, this work equates this class difference to different teachers giving varying

levels of explanation and demonstrations.

After the video or demo, students were given five minutes to write any and all questions they

had. During this time, the respective teacher assigned pairs of students to ensure students with

consent and assent forms were paired. The second class had 13 students, leading to one group of 3.

Working in dyads in a supporting environment enhances students’ problem-solving, and difficulties

management, while by communicating with their peers they increase their belief in their capabili-

ties (Çakır et al. 2017), (Carvajal-Ayala and Avendaño-Franco 2021). Although collaboration can

be challenging depending on students’ social and cognitive skills(Laru et al. 2012), when working

in a supportive environment provides engagement in STEM activities (Puvirajah et al. 2020) and

the teachers were asked to pair the students, to match their individual characteristics.

Each group was given a tablet and maze papers. The 9th generation Apple 10.2-inch iPads were

used as Apple has 52% of the United States market share for tablets as of 2022 (GlobalStats 2022).

Each group was assigned a sufficient work area in the classroom (e.g., Fig. 6.2).

The M2C activity, described in Sec. 6.1.1, was 20 minutes and 22 seconds broken down as

follows:

• 6 seconds allowing the iPad to scan the room geometry

• 10 minutes 8 seconds condition A

• 10 minutes 8 seconds condition B

The experimental conditions were of the AR robot tutor Kuri model either being visible or

not visible. In both conditions, the tutor Kuri dialogue box (Fig. 6.1.D) was still visible. The

conditions were randomly counterbalanced having 5 groups starting by seeing tutor Kuri and the

remaining 5 groups only seeing the tutor dialogue box. The action policy described in Sec. 6.1.1

operated the exact same in both conditions, with the only difference being the visibility of the AR
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robot tutor body and arms. At the beginning of each condition, tutor Kuri would either wave and

say hello or wave and say goodbye for 8 seconds, depending on the current state of tutor Kuri.

The application automatically closed itself upon completion. Although all students were in-

structed this would happen, every group restarted the application. They were instructed to stop

with this second running of the application and returned to their seats. Students were then given a

post-survey with the same interest in programming and intentions to program later in life surveys.

Finally, students were asked to write down any questions they now had for 5 minutes.

Data Analysis

Both the final study group (n = 21) and the final pilot group (n = 15) were compared. In

the pilot group, 8 identified their gender as female and 7 as female. Their age ranged from 8-12

years old (X̄ = 9.7,σ = 1.1). Identified ethnicity of the students was Asian + White : 3, White:

3, Hispanic origin + Asian: 2, Asian: 2, Hispanic origin + White: 1, Black/African American +

Asian + White: 1, and preferred not to specify: 3. Prior coding experience included Scratch : 9,

Scratch + BotBall (robotics): 4, and Scratch + Code.org : 2. This pilot group was given the same

demo as the second classroom in the final study.

In order to evaluate the effectiveness of the design decisions outlined in Section 6.1.1, a com-

parison was conducted between the final pilot study with a sample of 15 students and the final

classroom study with a sample of 21 students. Specifically, the students’ scores for Perceived

Robot Helpfulness were measured by conducting a two-sided Mann-Whitney U test (McKnight

and Najab 2010). Additionally, behavioral data were collected and analyzed during the study.

These data were collected at a rate of 50Hz, or every 0.02 seconds, and included the number of

exercises reached by both the final groups (with 10 groups total) and pilot groups (with 7 groups

total). Furthermore, the amount of time spent looking at the tutor robot (Kuri) or the tutor dialogue

box within the final groups were compared, as shown in Figure 6.1.D. To analyze Interest in Pro-

gramming and Future Intention to Program the post-interaction survey data were compared to

the pre-interaction survey data via a two-sided Wilcoxon signed-rank test (Woolson 2007). Cliff’s

delta (δ ) is reported for effect size (Macbeth et al. 2011).
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Student written open-ended questions were qualitatily coded by first reading through all ques-

tions, creating categories, and then categorizing each question. Question categories included: 1)

Robots – curious about the robot; 2) Programming – curious about programming; 3) Research

– questions pertaining to the researchers; and 4) Repetition – asking about being able to do the

activity again. A subset of questions qualified and counted for multiple categories (e.g., “How do

you code robots?”).

6.1.3 Results and Analysis

Perceived Robot Helpfulness

Robot helpfulness scores are compared between the final pilot (n = 15) to the final class-

room studies (n = 21) with individual scores plotted in Fig. 6.8. Two-sided Mann-Whitney

tests indicated a significant increase in Perceived Robot Helpfulness between the final classroom

(Mdn = 4.25) and pilot (Mdn = 3.0) conditions (U = 283.0, p < .001,δ = .797). This supports

H1.A indicating design changes from the final pilot to the final classroom deployments described

in Sec. 6.1.1.

Behavioral Data

A plot the number of exercises reached by each pair from the final pilot group (Mdn = 5) to the

final study (Mdn = 6) groups can be seen in Fig. 6.9. The pilot group was not of sufficient sample

size (n = 7 pairs) therefor no statistical tests were performed. The data may support H1.B but is

not sufficient to be used as confirmatory evidence.

Also observed was the total amount of time spent looking at the tutor Kuri robot or the tutor

dialogue in the visible robot and not visible robot conditions (Fig. 6.10). This is measured by

casting a ray each time step from the center of the iPad with the first colliding object recorded. In

the invisible robot tutor condition the collision boxes for the tutor Kuri remain active with only the

meshes turned off. Ray collisions with these collisions boxes are still counted as to not favor the

visible robot condition by merely having a larger target area. Seven groups looked at the robot or

dialogue box when the robot mesh was visible and two groups (one from each class) looked more
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Figure 6.8: Perceived robot helpfulness of the final elementary pilot plotted with the final class-
room studies. The scores are an average of 4 perceived robot helpfulness items described in Sec.
6.1.2.

Figure 6.9: Number of exercises reached by each study group at the end of the exercises.

when the robot mesh was invisible. One group recorded less than 1 second of looking at tutor Kuri

or the dialogue box. Again, there is not sufficient sample size to conduct statistical tests on these

data. Thus the data may support H2 but is not sufficient to be used as confirmatory evidence.

111



Figure 6.10: Left:Time spent looking at the robot or dialogue box between conditions sorted by
difference in time of the Robot vs. No Robot conditions. Right: The sorted difference in time
spent looking at the robot or dialogue box in the robot condition and the robot or dialogue box
when the robot was not visible.

Interest and Future Intention to Program

Interest in programming and future intention to program were compared between pre- and

post-interaction survey responses with no significant effect. Two-sided Wilcoxon signed-rank tests

indicated no significant increases in Interest in Programming between post-interaction (Mdn =

4.31) and pre-interaction (Mdn = 4.07) surveys (z = 128, p = .390). A Wilcoxon signed-rank

test indicated no significant increases in Future Intention to Program between post-interaction

(Mdn = 3.67) and pre-interaction (Mdn = 3.33) surveys (z = 49.5, p = .849). Thus neither H3.A

nor H3.B are supported.

Pre-post Student Questions

Question categories and counts are shown in Table 6.1. Nine out of the 21 students from both

schools generated questions during the pre-test phase and the total number of written questions

from all students was 22. During the post-test phase, both the number of students who wrote

questions and the total number of questions increased, 15 students generated 36 questions.
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Figure 6.11: Left: Curiosity in programming. Right: Intention to pursue programming further.
Axes of each graph are from “Strongly Disagree” to “Strongly Agree”. Scores above the diagonal
line indicate higher post scores when compared to pre. Dot size is relative to the number of score
occurrences.

Category Pre Total Post Total % of Pre % of Post
Robot 9 12 40.9% 33.3%
Programming 6 20 27.3% 55.6%
Research 9 9 40.9% 25.0%
Repetition 1 11 4.5% 30.6%

Table 6.1: Students’ question generation per category for the pre-interaction (22 total) and post-
interaction (36 total) question writing sessions. The percentages are calculated relative to the total
questions asked within that session (e.g., 9

22 = 40.9%).

Example questions asked include the following:

• “How does the robot works?”

• “How did the robot move?”

• “Does the robot have emotions?”

• “How do you code robots?”

• “How old are you, do you code for a job?”
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• “Do you like this career?”

• “Can you make more blocks and free play and make a block for you can code something

for?”

• “Can we do more coding?”

• “When did you start coding?”

• “Can we expect more of this in the future?”

• “Will you have a different program if we see you again?”

6.2 PoseToCode: Design Considerations for a Pose-Based AR

Input System

Contributors: Section 6.2 is based on Chatwani et al. (2022a) written with co-first authors

Nisha Chatwani and Chloe Kuo. Maja J. Matarić is also an author of the published work.

Figure 6.12: P2C Exercise 3: Build a Cake. The user (top left) must physically perform poses
(bottom left) to create a sequence of codeblocks (bottom right), which, when executed, instruct the
virtual robot (middle) to construct a cake (top right). The robot is displayed near the top of the
screen because the following exercise involves programming objects underneath it.
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While M2C allows for tablet-based interactions, it is not accessible for those without mobile

devices. To address this gap, P2C was created which combines embodied learning with block-

based programming to create a usable system with the end goal of increasing student curiosity

and understanding of programming. P2C (Fig. 6.12) is an embodied learning block-based coding

activity where students perform poses to create code blocks that guide a virtual robot through a

series of exercises. A key feature of P2C was to efficiently run on low-end computers that are

more accessible to schools.

Design considerations were created for P2C discovered in informal pilot testing. To validate

P2C design, it was deployed in a local 5th grade classroom of 24 students. Usability was measured

and compared to a traditional block-based programming activity, and analyzed the study results

to develop future design considerations for making P2C more intuitive and easier to use. The

results of the study support P2C as a usable design and identify improvements for future coding

languages that integrate embodied learning and block-based programming. P2C is open-source

and has a publicly accessible repository (Chatwani et al. 2022b) and demonstration (Chatwani et

al. 2022c).

6.2.1 Technical Approach

P2C enables users to create and execute code by posing with their body. The P2C interface (Fig.

6.13) has the user’s video feed (A) in the top left corner where the Mediapipe pose detection

library (Lugaresi et al. 2019) draws lines showing landmarks on the user’s body. Directly below

the video feed, a grid shows a set of progress bars (B), with images depicting the virtual robot

performing a pose; each pose image is labelled to indicate what code block it will create. The

virtual robot (C) is in the middle of the screen, and in the top right corner, there is an image of the

goal state (D) indicating what the code blocks should produce to complete the exercise. Lastly, the

Blockly workspace with the code blocks (E) created so far is on the right of the visual interface.

In P2C, the user’s poses are recognized with Google Mediapipe pose detection software (Lu-

garesi et al. 2019) executing at 60Hz. At time t, the pose key points are run through a deep neural
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Figure 6.13: P2C Exercise (Level 2): Student (top left) posing to create code blocks (bottom
right) that guide the virtual robot to build a snowman. A) Flipped video feed with the MediaPipe
detected pose drawn. B) Grid of pose images and progress bars for each pose. C) Virtual robot that
performs instructions from code blocks. D) Goal state image. E) Blockly workspace with crated
code blocks.

network to map each arm to {HIGH, MED, LOW, NONE}. Based on the arm mappings, the cor-

responding pose progress bar (e.g., {Left: HIGH, Right: MED} → “Run Code”) fills at a rate of

1.2 ∗∆(t, t − 1) while all other progress bars decay at the rate of 0.8 ∗∆(t, t − 1). When the user

holds a pose for 4 seconds, a custom Blockly (Pasternak et al. 2017) code block that corresponds to

that pose is created. Code blocks are instructions that control a virtual robot on the screen; they can

be created, erased, and executed. If the user’s executing code reaches the goal state, they are moved

to the next exercise. Alternatively, if the code fails to reach the goal state, the user must continue

attempting the same challenge until they succeed or their time spent on the activity reaches the

10-minute limit. The time limit was chosen based on pilot testing the activity and ensuring that it

fit into the available classroom time.

A full P2C activity is composed of a series of three challenges for the user to complete within

10 minutes. The process consists of creating code blocks by posing and then executing all of the

created code blocks. To complete the first challenge (Fig. 6.14), the user must instruct the virtual

robot to perform a dance routine of four or more dance moves. To complete the second challenge

(Fig. 6.13), the user must instruct the robot to build a snowman. To complete the third challenge

(Fig. 6.12), the user must instruct the robot to construct a frosted three-tiered cake. After all three
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Figure 6.14: P2C Exercise 1: Choreographing a dance routine for the virtual robot.

challenges are completed, the user moves on to a freeplay mode challenge until the time limit is

reached.

Pilot Study Insights About Design Considerations

An informal pilot test of P2C was conducted with two engineering students using the snowman

building exercise. The following insights were gained about P2C design considerations:

• Accessibility across low-end computers: Schools use a variety of laptops with a wide range

of processing power and operating systems. Therefore, P2C was created to be operating-

system agnostic, executing via the web at 60Hz on the currently most popular Chromebook

with a webcam.

• Accessibility at a distance: Multiple interface elements are needed to accommodate students

who stood away from the computer while completing the programming exercises.

– Visibility: Code blocks must have clear visibility, requiring them to be large, and there-

fore also enforcing having fewer on-screen components.

– Webcam as the only input source: different interfaces were piloted (e.g., space bar

pressing) but participants did not wish to step to and away from the computer, prefer-

ring to only use their body pose as input.

• Real time input and feedback: The webcam continually collects input from the user at 60Hz,

resulting in the following considerations:
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(a) Original pose key with individual bars for each arm.

(b) Updated pose key where pose bars fill up directly.

Figure 6.15: Original (a) and updated (b) pose key designs. The original design showed each
individual arm state and a pose map. Participants found this difficult to map the arm states to each
pose. The updated design directly filled up each respective pose.

– Direct pose key The original pose key (Fig. 6.15a) consisted of left and right arm states

({HIGH,MED,LOW,NONE}) with only the accumulated states shown to the user, not

the state of the best current pose. When the progress bar corresponding to the state from

each arm reached 100% completion, the mapped pose produced the corresponding code

block. Many pilot users cited this as complicated as they needed to read the arm states

and then the respective texted-based pose map. To address this, an updated direct pose

key was developed (Fig. 6.15b) that combines the state of the arms into one pose state

that corresponds directly to a progress bar.
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– Reactive and persistent pose bars: To increase reactivity, the best pose progress bar at

time t increases at the rate of 1.2∗∆(t, t −1)% while all other bars decay at the rate of

0.8∗∆(t, t−1)%. The slower decay rate (0.8) compared to the growth rate (1.2) allows

for a semi-persistent pose meter, because the progress bars grow faster than they shrink.

For example, when a user is doing run code pose, if their left arm goes out of frame,

the run code meter decays more slowly than it grows. Thus when the user brings their

arm back into the frame, the progress of the run code pose is easily recovered.

– Both arms down not used as input: Users need to take time to think about their input.

The most common pose while thinking was leaving both arms at their sides, leading to

a {L=LOW, R=LOW} classification.

6.2.2 User Study

The insights from the pilot study were used to design the following full user study.

Procedure

A single-session within-subject study was conducted virtually over Zoom with a local 5th grade

class in the context of a K-12 STEM outreach event. The study was approved by the University’s

Institutional Review Board (IRB #UP-20-01171).

Figure 6.16: Code.org: Dance Party 2019 block programming activity that aims to teach basic
coding concepts by guiding users to code a dance routine for a virtual character (Kalelioğlu 2015).
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The student participants were randomly assigned to one of two conditions: 1) P2C program-

ming activity first; and 2) Code.org (Kalelioğlu 2015) Dance Party 2019 activity (Fig. 6.16) first,

a drag-and-drop block programming exercise giving students instructions to create a dance rou-

tine for a virtual character. Code.org’s Dance Party 2019 Activity was chosen because, similarly

to P2C, it teaches sequential code logic, and code blocks are used as instructions for a virtual

character. Each student participant used a Chromebook to complete the activities.

Figure 6.17: Diagram of the study procedure: pre-study survey, two coding activities, post-activity
surveys after each activity, and an activity preference survey.

Student participants first completed a demographic survey. They then engaged in their first

coding activity for up to 10 minutes, followed by a post-activity survey. The student participants

then moved to their second activity, followed by a second post-activity survey. Finally, the student

participants were given a final survey comparing the two activities. The student participants were

allowed to end an activity early at any point, in which case they were automatically directed to the

next step in the study procedure. A diagram of the study procedure is shown in Fig. 6.17.

This study was conducted virtually, given the COVID-19 pandemic. The virtual format of

the study constrained the ability to provide clarifications and assistance to the student participants

to only the Zoom chat function, where the students asked questions via this function. A single
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teacher in the classroom had to physically move to each individual student participant to answer

their questions. Conducting the study in person has the potential to make student participants’

experience more enjoyable.

Participants

A local Los Angeles 5th grade class of 24 students (7 male, 16 female) was recruited. All

student participants were volunteers and were given no form of compensation. Prior to the study,

formal consent was obtained from each students’ legal guardian and child assent was obtained

from each student participant. A total of 10 participants (5 male, 5 female) completed all surveys

and both programming activities. This paper reports on the data and analyses from those 10 partic-

ipants. It is recognized this could lead to survivorship bias, but this was chosen to reduce possible

ordering effects and to use all pairwise data.

In the pre-survey, student participants were asked what programming education platforms, if

any, they had used in the past. All 10 indicated that they had previous technical experience with

Scratch and two indicated that they also had past experience with Code.org. Additionally, student

participants were asked to indicate their level of agreement with the statement “I want to learn

more about computer programming.” Of the 10 participants, 5 strongly agreed with the statement,

and the other 5 agreed with the statement.

Data Collection

The pre-study surveys collected data on the students’ prior exposure to programming. The

post-activity surveys obtained system usability scores (SUS) (Bangor et al. 2009), aiming to assess

the perceived activity difficulty for P2C and Code.org, and to capture the student participants’ atti-

tudes towards programming after each activity. The final post-study survey obtained each student’s

preferred activity between P2C and Code.org, as well as qualitative data via a write-in form on why

they preferred one activity over the other.

P2C behavioral data were automatically collected in order to 1) find behavioral data correla-

tions for usability; and 2) create a dataset to compare future iterations of P2C to. As the student

participants performed the P2C activity, behavioral data were collected consisting of the time each
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student took to complete the activity, the number of exercises each student successfully completed

within the time limit, and the number of code blocks created throughout the activity.

6.2.3 Results and Analysis

This work evaluates the usability of P2C through participant surveys outlined in Section 6.2.2.

Participant interviews were also analyzed for details about their experience.

Figure 6.18: Bar graph comparing SUS scores for Code.org and P2C for all 10 student participants
(Ok = 25-59, Good = 60-89, Excellent = 90-100 (Klug 2017)).

Quantitative Results

To explore design considerations about P2C, System Usability Scale (SUS) (Bangor et al.

2009) questionnaire was adapted for young students in order to compare usability compared to the

Code.org activity. P2C yielded a median SUS score of 63.75, slightly below the SUS average of

68, and Code.org yielded a median of 75, above average. A SUS score between 68 and 89 indicates

that the system has “good” or above average usability, and P2C’s SUS score is within the 35-40th

percentile (Klug 2017). The statistical power of the SUS scores generated are low since there are

only 10 responses. Thus, this supports P2C as a usable system but leaves room for improvement.

Fig. 6.18 shows the difference in SUS scores between Code.org and P2C. Mann-Whitney tests
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indicated that P2C (Mdn = 4) is more difficult than Code.org (Mdn = 5) with conditions (U = 20, p

= .020).

A Pearson’s r correlation indicated no significant relationship between total time spent on the

P2C activity and SUS score (rs(10) = -0.367). Similarly, Pearson’s r correlation did not yield

statistical significance between the number of code blocks created by a student participant during

the P2C activity and SUS score (rs(10) = -0.252). Both post-activity surveys asked participants

how much they agree with the statement “I want to learn more about computer programming.”

Mann-Whitney tests revealed an insignificant difference between the responses for P2C (Mdn = 4

(Agree)) and Code.org (Mdn = 5 (Strongly Agree)) conditions (U = 41, p = .480).

Qualitative Results

The qualitative results from the post-study survey showed that 5 of 10 student participants

preferred P2C over Code.org. For the participants who started with P2C, 4 of 5 preferred P2C, and

for the participants who started with Code.org, 4 out of 5 preferred Code.org. Two themes emerged

from analyzing the free responses, as follows.

P2C is more active than than Code.org - Participants who preferred P2C found P2C to be a

more active and engaging activity than Code.org. Three of five participants who preferred P2C

over Code.org used the word fun to describe P2C in their reasoning for choosing their preference.

Only one student out of five who preferred the Code.org activity over P2C described Code.org as

fun. P3 indicated that they preferred P2C because they get to be active and move around, and

similarly, another participant noted that with P2C, you do more activity and more exercise than

Code.org.

Code.org is easier to use - Student participants who preferred Code.org found Code.org easier

to use than P2C because it had fewer software bugs when compared to P2C. For example, P1 wrote

about Code.org, It’s much more easy to use. (I like coding this way) while P2 wrote, in Code.org

it’s simple and fun and it’s a good way to pass the time but P2C is super frustrating and got me

annoyed because of glitched like when it highlights your screen green and then kicks you out. Three

participants wrote in the final survey that P2C was frustrating because it glitched often, making
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Code.org more desirable. Additionally, two participants wrote that Code.org gave more instruction

than P2C and provided more guidance on how to be successful in the activity.

6.3 Discussion and Summary

This chapter presented two applications that utilize iteratively learned and validated design con-

ventions for the interface between the model and view, also known as the controller. The first

application is an extension of Sec. 4.1 in M2C, a visual programming language that utilizes an

AR robot tutor to increase young students’ curiosity in coding. The second application, P2C, is a

kinesthetic web application that aims to increase students’ interest in coding and has been deployed

in schools. This chapter discussed both existing and new design conventions and considerations

for creating AR experiences with socially assistive robots. These applications demonstrate the

potential for using AR in SAR tutors to promote students’ curiosity and interest in coding.

The chapter first demonstrated the potential of using VAM in the field of SAR tutors through

the development of M2C - an open-source, embodied learning visual programming language. The

application utilizes an AR autonomous robot tutor named Kuri to model students’ kinesthetic cu-

riosity and promote their interest in programming. The design of M2C was informed by pilot

studies and validated in local elementary classrooms, resulting in an improvement in perceived

robot helpfulness and number of completed exercises. Although no significant changes were found

in pre-post student interest or intention to program later in life, open-ended questions post-study

indicate that students were more interested in the robot, programming, and research topics. This

work highlights the potential of VAM-HRI in a kinesthetic context for SAR tutors and the design

considerations for creating AR applications for SAR.

The chapter finally explored the design and usability of P2C, an embodied learning block-based

programming language. Results showed that half of the 5th grade student participants preferred

P2C over Code.org, citing it as more fun and engaging. However, some students reported technical

issues and unclear instructions for P2C. The study highlights the need for better initial instruction
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and technical improvements for P2C. Additionally, students helping one another during the study

suggests potential for future development of collaborative programming activities. Limitations of

the study include technical glitches and unclear instructions for P2C, as well as survey length and

potential bias from student age and data collection methods. Future work should address these

limitations through unit and integration tests, video tutorials, and individual student interviews.
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Chapter 7

Summary and Conclusions

This chapter first summarizes the contributions of this dissertation on leveraging VAM

for SAR. Trends in VAM-HRI are then discussed and it concludes by speculating on

future directions for VAM for SAR within the MVC framework.

7.1 Contributions

The main contribution of this dissertation is to define and demonstrate how VAM can be lever-

aged in SAR under the MVC paradigm. The dissertation presents a framework for VAM-HRI in

TOKCS which classifies research on 3D virtual imagery for HRI under the MVC paradigm. The

framework focuses on VAM technology for improving the robot’s internal model to better under-

stand the user’s state, increasing the expressivity of view of the robot’s external expression, and

enhancing the flexibility of controller for kinesthetic SAR.

The dissertation also provides several key contributions to the field of SAR. The first demon-

strates synthesizing reliable multimodal AR data to support student kinesthetic curiosity and AR

usability metrics. Additionally, the dissertation provides a contribution in expanding SAR expres-

sivity with VAM by creating designs for AR visualizations for both social and functional robot

expressions. The dissertation also provides design recommendations for maximizing functional
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and social expressivity of AR robot gestures with different contextual factors. Finally, the disserta-

tion presents research on kinesthetic interaction paradigms for increasing human-robot flexibility

of controller that leverages AR to create a wider range of interactions between the robot and users.

7.2 Current Trends & the Future of VAM-HRI

In this dissertation, the 4th VAM-HRI Workshop was used as a case study for MRIDE classification

and categorization within the Reality Virtuality Interaction Cube (Sec. 3.3); however, the papers

submitted to that workshop can also be used to exemplify and project current and future trends in

the field of VAM-HRI. This growing sub-field of HRI is showing promise in enhancing many areas

of HRI, from robot control (e.g., teleoperation and supervision interfaces) to collaborative robotics

and improving teamwork with autonomous systems. This chapter will discuss some of the key

insights gathered from this year’s workshop that show how VAM-HRI is evolving and improving

the field of HRI as whole.

7.2.1 Experimental Evaluation of VAM-HRI Systems

Research in HRI features user studies in the evaluation of robotic systems and their interfaces.

It has been an ongoing challenge to adequately record and play back human interactions with a

robot, and to answer questions such as: “Where was the user looking at X time?,” “How close

was the human positioned relative to the robot at Y moment?,” “What were the user’s joint values

when using a new interface and how are the physical ergonomics evaluated?” VAM-HRI allows

for recording, playback, and analysis of user interactions with virtual or real robots and objects in

an experimental setting due to the ability of HMDs to record body/hand/head position/orientation

and gaze direction from a seemingly limitless number of virtual cameras recording from different

angles (Williams et al. 2020c). This is effectively exemplified in CoBot Studio (Mara et al. 2021)

(see Fig. 7.1).
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Figure 7.1: Advances in VAM-HRI research have enhanced the ability to precisely record, play
back, and analyze human interactions with robots and other experimental stimuli in controlled
user studies. This is exemplified in Mara et al. (Mara et al. 2021) CoBot Studio project where
HRI user studies were conducted in a VR environment with numerous virtual cameras monitoring
the experimental area from a multitude of angles. The cameras made use of the VR hardware
to track body and head motion to record human postures and posture shifts, task-related human
movements, gestures, and gaze behaviors, etc. Such techniques can benefit the field of HRI as a
whole and allow for more complete and feature-rich data of human behavior.

Although VR interfaces have the aforementioned strengths for enhancing experimental evalu-

ation, they have evaluation challenges as well. One is the use of online studies with crowdworkers

(e.g., on Amazon Mechanical Turk). HRI in general has made prolific use of online user studies

(especially during the COVID-19 pandemic) that take advantage of affordable and readily avail-

able participants. VAM-HRI draws upon 3D visualizations (as often seen in with HMD-based

interfaces), which cannot be properly displayed to crowdworkers who lack HMDs and/or 3D mon-

itors. Additionally, a strength of AR interfaces is that 3D data and visualizations can be rendered

contextually in user’s environments and are able to be observed from any angle desired by the user.

VAM-HRI studies that utilize crowdworkers to evaluate VAM interfaces (e.g., Mott et al. (2021))

are restricted to online images and videos viewed by Mechanical Turkers on 2D monitors that re-

strict their viewpoint to that of pre-recorded videos that do not allow for a true VAM experience.

It remains an open question if results from crowdsourced VAM-HRI studies provide comparable
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results to in-person VAM-HRI studies since 3D VAM technology is inherently experienced differ-

ently than the 2D experiences found on crowdsourcing platforms. Regardless, crowdworkers still

holds value in the early prototyping phases of VAM-HRI research when the initial formulation of

object and interaction designs can be evaluated quickly and inexpensively.

7.2.2 VAM-HRI as an Interdisciplinary Field

HRI is an interdisciplinary field and VAM-HRI is as well. For example, the CoBot Studio project

brought together roboticists, psychologists, AI experts, multi-modal communication researchers,

VR developers, and professionals in interaction design and game design (Mara et al. 2021). As the

VAM-HRI field grows, it will likely become increasingly common (and needed) to engage teams

made up of members with a variety of experiences and skill sets all contributing to collaborative

research.

Research in multi-robot systems is an underexplored domain of VAM-HRI research, in partic-

ular with regard to enhancing the complexity of model (CM). VAM technology can be formulated

as another robot within a system, a robot with non-deterministic, non-directly controllable behav-

ior but one with a data rich sensor suite. The frameworks and techniques of the adjacent field of

multi-robot systems may be able to be modified or even directly applied when treating the user as

an autonomous mobile sensor platform, akin to the user being treated as though they are another

robot in the system. For example, spatial and semantic scene understanding are important percep-

tual capabilities for active robots (to navigate their environment) and passive VAM technologies

(to localize the user’s field of view).

Additionally, experimentation techniques seen in the field of general VR may aid in the admin-

istering of questionnaires and gathering participant feedback. Typical questionnaires administered

by VAM-HRI researchers can be quite jarring for participants who experience extreme context

shifts between virtual worlds (where a study took place) and the real world (where the feedback

is gathered). This poses as a potential confounding factor for participants who no longer visually

reference what they are evaluating and may incorrectly remember experimental stimuli they can
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no longer see. The field of VR has similar challenges; some studies have started to provide in

situ evaluations where questionnaires are posed to users within the virtual environments (Lin et al.

2019). In situ surveys are starting to be used in VAM-HRI as well. In the CoBot studio project,

surveys were administered within the experiment’s virtual setting, removing the confounding fac-

tors of: (1) reality-virtuality context shifts (having to leave the immersive virtual environment by

taking off an HMD to take a mid-task survey); and (2) retrospective surveys provided well after

exposure to experimental stimulus (Mara et al. 2021).

The cross-disciplinary trends and ideas from VR are not unidirectional; VAM-HRI is currently

poised to inform and improve the field of VR in return. Enhancing immersion has been a pri-

mary goal of VR since its inception many decades ago. With the rise of mass-produced consumer

HMDs, visual immersion has reached new heights. However, the challenge of providing physical

immersion through the use of haptics has largely remained an open question: how can a user reach

out and touch a dynamic character in a virtual world? Research in VAM-HRI has proposed a poten-

tial solution for dynamic haptics, where robots mimic the pose and movements of virtual dynamic

objects. Work by Wadgaonkar et al. (2021) exemplifies the notion of VAM-HRI supporting the

field of VR with robots acting as dynamic haptic devices and allowing users to touch characters in

virtual worlds and further enhance immersion in VR settings.

7.2.3 Advancements in VAM-HRI

A strength of VAM-HRI is the ability to alter a robot’s morphology with virtual imagery. This

technique can take the form of body extensions where virtual appendages are added to a real robot,

such as limbs (Groechel et al. 2019), or form transformations where the robot’s entire morphology

is altered, such as transforming a drone into a floating eye (Walker et al. 2018). Recent VAM-HRI

developments have further expanded on the idea of changing a real robot’s appearance through

morphological alterations to include superficial alterations as well, where virtual imagery can be

used to change a robot’s cosmetic traits. Prior work has demonstrated that robot cosmetic alter-

ations can communicate robot internal states (e.g., robotic system faults) (De Pace et al. 2018).
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Although the interactions studied in HRI are typically focused on the end-user, a lesser studied

category of interaction is that between robots and their developers and designers. Debugging robots

is often challenging and tedious; robot faults and unexpected behavior are hard to understand and

explain without parsing through command lines and error logs. To address this issue, prior work

in VAM-HRI has used AR interfaces to enhance debugging capabilities (Collett and Macdonald

2010; Millard et al. 2018). Work by Ikeda and Szafir (2021) in VAM-HRI 2021 built upon those

concepts by providing in situ AR visualizations of robot state and intentions, allowing users to

better compare robot plans and actions during debugging. As AR hardware becomes increasingly

intertwined with robot systems, debugging tools such as these will likely become more common,

increasing efficiency and enjoyment of robot design.

Finally, VAM-HRI interfaces have been a popular topic of study within HRI for many years,

and many standard methods of interacting with robots through MR and VR have emerged (e.g.,

AR waypoints for navigation and AR lines for displaying robot trajectory (Walker et al. 2018)).

However, novel methods of interacting with robots are still being designed, such as persistent vir-

tual shadows, aimed at tackling the issue of knowing a robot’s location when out of the user’s field

of view. While prior solutions have tried using 2D top-down radars for showing robot locations

(Walker et al. 2018), issues remained because the interfaces required repeated context shifts by the

user to look at the physical surroundings and then to the radar. Solutions such as persistent virtual

shadows circumvent this limitation by embedding robot location data into the user’s environment,

providing a natural method of displaying a robot’s location. Creative advances will continue to

emerge in the relatively nascent field of VAM-HRI, presenting an exciting new future for both

VAM-HRI and HRI as a whole.

7.3 Future Direction of VAM for SAR

There is a significant opportunity for further development and exploration of VAM technology for

SAR across all three MVC areas. This includes improving user modeling techniques and adapting
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them to the kinesthetic domain, designing intuitive and effective interfaces for user interaction with

the VAM environment, and exploring new approaches to controller design such as multi-embodied

transferable agents and multiparty physical interactions.

Modelling user state in SAR interactions through VAM may be a straightforward process, as it

utilizes existing methods of user modelling and replaces traditional sensing methods (e.g., external

cameras) with VAM. However, adapting VAM to the kinesthetic domain, which involves move-

ments and interactions with the environment, presents additional challenges. Previous research

has shown that there are difficulties in using VAM for user modelling, such as determining intent

through eye gaze (Rosen et al. 2020). For example, it can be challenging to differentiate between

someone using their eyes to express intent versus using them to explore an area. To improve VAM

for SAR modelling, it is crucial to identify and address these key changes in the domain.

AR anthropomorphic gestures are also being studied for robot expression, as was done in this

dissertation. However, there is a lack of research on social cues through non-anthropomorphic and

mixed gestures. While there is a significant amount of work in both academia and industry on

creating and interacting with virtual characters, these characters are not limited to human forms

and can still be anthropomorphized. A potential benefit of using non-anthropomorphic appendages

and gestures is that they do not generate the same existing human expectations. For example, the

arms described in Sec. 5.3 do not have fingers and are partially non-anthropomorphic, reducing the

expectation for the user. This can be a key challenge when designing an agent, as an expectation

mismatch can lead to poor interactions. For example, if a robot is able to talk but does not have

a good dialogue system, this can lead to worse interactions than if the robot does not talk. In

addition, there is also potential for users to customize their robots, as in the video game industry

where users invest in digital artifacts to show off to others. Similar to how humans often wear

clothes for form as well as function, customization allows users to personalize their robots and

could lead to work in community building via robot customization (Fitter et al. 2020).

The interaction space for controllers is highly variable, and one possibility for exploration is

the use of multi-embodied transferable agents. This refers to the ability to have a physical robot
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that learns about an user during an interaction, such as in a classroom, and then the individual can

“take the robot with them” through an AR application or on-screen analog. There are many poten-

tial benefits to this approach, including shared data stores and sensing capabilities. Additionally,

leveraging the physical embodiment of a robot for multiparty interactions can be a valuable area of

research. While screens tend to isolate users, physical robots can allow multiple people to interact

in the physical world. AR expands the interaction space and allows individuals to share that space.

The potential for VAM in SAR is vast, and continued research and development in this area

may greatly improve the user experience and enable new forms of interaction.

7.4 Final Words

This dissertation is a starting point for understanding how to use VAM for SAR. The hope is that

this work will serve as a foundation for future research in VAM for SAR, toward pursing the many

open research challenges in this area.
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tions on Reporting Recruitment and Compensation Information in HRI Research Papers”. In:
2022 31st IEEE International Conference on Robot and Human Interactive Communication
(RO-MAN). IEEE, pp. 1627–1633.
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Matarić, Maja J and Brian Scassellati (2016). “Socially assistive robotics”. In: Springer handbook
of robotics, pp. 1973–1994.

Rabbitt, Sarah M, Alan E Kazdin, and Brian Scassellati (2015). “Integrating socially assistive
robotics into mental healthcare interventions: Applications and recommendations for expanded
use”. In: Clinical psychology review 35, pp. 35–46.

Abdi, Jordan, Ahmed Al-Hindawi, Tiffany Ng, and Marcela P Vizcaychipi (2018). “Scoping review
on the use of socially assistive robot technology in elderly care”. In: BMJ open 8.2, e018815.

Clabaugh, Caitlyn, Shomik Jain, Balasubramanian Thiagarajan, Zhonghao Shi, Leena Mathur,
Kartik Mahajan, Gisele Ragusa, and Maja Matarić (2020). “Month-long, in-home socially as-
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